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Abstract: Medical science is witnessing high levels of 

specialization with doctors specializing in specific areas, say, 

heart disease (HD), diabetes, nephrology, and the like. In the 

process, patients have to make multiple visits for treatment of 

simultaneous ailments. Studies show that there is overlap in 

causes of different diseases. One such co-existence is observed 

in patients with diabetes suffering from HD too. In many cases, 

one precedes the other. Hence, it is worth diagnosing that a 

patient having a particular ailment is likely to develop another. 

Artificial Intelligence and machine learning methods are 

widely used in healthcare.  There are few references to such 

work using data mining approaches. HD is a primary cause of 

death worldwide. Studies show that diabetes patients also have 

HD. This paper aims to identify the association and common 

risk factors between diabetes and HD - this finding aid in 

anticipating the HD of a diabetic patient. The authors use 

proven data mining approaches - logistics regression, decision 

tree, and random forest to arrive at the most accurate results. 

The validation is done using unsupervised method: K-means 

Clustering. The initial investigation demonstrates that body-

mass-index (BMI) and age are among the key risk factors for 

diabetes; and smoking habit, age, gender-male and diabetes 

(glucose level) lead to HD. 31% of diabetic patients had HD. 

Keywords: Data mining, heart disease, diabetes, decision tree, 

random forest, logistic regression 

I. INTRODUCTION 

Artificial Intelligence and Data mining approaches have 
proved very useful in health care as they provide more 
significant insights into the cause and effect of health 
problems. Several data mining applications on health care, 
bio-medicine, and treatments of diseases have been 
witnessed since its introduction in 1994 [1-3]. Data mining 
can be described as investigating veracity of patterns in data 
in a large dataset with different data-types. These methods 
enable identification of characteristics, predict out comes and 
classify events [4]. 

Thus, data mining techniques are useful in classifying, 
clustering, and finding associations amongst factors that are 
causes of a problem. In health care, data mining techniques 
can be used to prevent suffering and mortality. Data mining 
can be used in the insurance industry to prevent fraud and 
check accuracy and consistency in claims [1]. Industries 
profitably implement and use data mining techniques. It has 
found its usefulness in various other fields such as business, 
education, medical, scientific research, and many more.  

Medical records show a relationship between HD and 
diabetes [5] – there are instances of about 68% of diabetic 
patients of 65 years of age and above dying from HD; this 
includes 16% fatality from heart stroke. The mortality 

chance of diabetic patients is two to four-times than non-
diabetic adults. Diabetes is also treated as one of the seven 
most significant HD risk factor by American Heart 
association. 

HD is a major cause of mortality and morbidity in people 
with diabetes. Data from the 2012 National Heart 
Association indicates that 65% of people with diabetes are 
going to die of a type of coronary disease or stroke. HD 
incorporates stroke, artery disease, and peripheral artery 
disease. Individuals attacked in diabetes are at expanded risk 
of HD, and these occasions generally happen at a prior age 
contrasted with individuals with no diabetes. As the number 
of individuals with diabetes is anticipated to increase, the 
viewpoints for HD become seven more alarming. Likewise, 
the risk of HD increases with age. A systematic review of the 
literature on diabetes HD has been performed across the 
world. There were significant contrasts found in the 
approaches utilized in the investigations on HD in 
individuals with diabetes in various nations, implying that 
exact worldwide HD evaluations in individuals with diabetes 
were not ready to be delivered.  

In low and medium-income countries, 80 % of deaths are 
diagnosed with diabetes and HD. Diabetic patients in these 
countries lack information and suffer from heart ailments. 
HD may be avoided or deferred by regulating blood glucose, 
blood pressure, cholesterol, smoking cessation, a nutritious 
diet, increasing physical activity, and lead a healthy lifestyle. 
Besides, there is a need to develop health systems capable of 
detecting and treating diabetes and HD. Non-communicable 
diseases will begin to dominate mortality rates faster, and 
more than 75% of deaths worldwide are expected to account 
for them by 2030. HD is a significant cause of mortality and 
morbidity in persons with diabetes and a barrier to 
sustainable development. Thus, it is crucial to reduce the risk 
of HD in people with diabetes.  

The Diabetic HD (DHD) prediction utilizing data mining 
techniques is valuable for detecting DHD's early detection. 
This work aims at foreseeing DHD and its characteristics 
utilizing decision tree(DT), random forest (RF), and logistic 
regression (LR) data mining techniques. 

The paper has 8 sections. The next section discusses the 
uniqueness and correlation of diabetes and HD. Section 3 
states the relevance of data mining techniques in medical 
analysis; section 4 describes the data set; section 5 compares 
different supervised classifiers; section 6 analyses the data 
and section 7 discusses and validates the results. the paper 
ends with the conclusion - section 8.   
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II.  DIABETES AND HD 

A. General Description 

Among diabetic people, HD is the primary source of 
death [6,7]; matured people with diabetes have a double or 
higher risk of HD than non-diabetics[8, 9]. There is evidence 
of increased incidence of hypertension and dyslipidemia 
associated with diabetes[10]. It is reasonable to assume that 
excess weight in many people increases the likelihood of 
diabetes, obesity, and dyslipidemia, which leads to HD [11–
13].  

Although there are various methodologies for evaluating 
the HD risk and diabetes [14–16], there is less reference to 
their association. Nevertheless, one such resource (accessible 
free on the Internet at http:/www.diabetes.org/diabetesphd) 
has been widely accepted through multiple conflicting 
medical studies and combines nearly all known risk factors 
for HD. Studies show that instruments and other risk 
assessment algorithms are infrequently utilized in clinical 
practice to determine diabetes and HD's simultaneous 
impact. 

There is evidence identifying different factors that show 
the co-existence of diabetes and HD [17-20]. These factors 
include the individual's glucose level in the blood, 
circulatory strain, cholesterol level (LDL), overweight, and 
tobacco use. 

III. DATA MINING IN THE ANALYSIS OF DISEASES 

Data mining has been recognized as a crucial way to 
categorize and predict, enabling recursive learning. These 
features lead to developing an Artificial Intelligence(AI) 

system and use it for diagnosing diseases and anticipating 
illness (Aishwarya et al., 2013) [21]. AI aids in automatic 
learning - resulting in faster diagnosis without involving the 
patients. This aspect has benefits as it saves patients' time 
and predicts with higher accuracy. The medical records have 
numerous variables, and the data size is large. It becomes 
challenging to draw conclusions and find hidden patterns. 
These difficulties are overcome with AI and data mining 
techniques that aid in classification, prediction, and derive 
association rules. 

IV. DATA SETS 

A. Dataset- 1 

The Pima Indian-Diabetes dataset (www.kaggle.com) has 
been used in this article. The dataset is used to predict 
whether a patient with diabetes is also likely to suffer from 
HD. This dataset has 768 patient records and nine features - 
includes 268 patient-records with diabetes. Table 1 shows 
the attributes and their characteristics. 

Attribute Description 

B. Dataset- 2 

Data was compiled using Framingham Heart Research 
dataset (https://www.kaggle.com/amanjmera1/framingham-
heart-study-dataset) shown in table 2. Data associated with 
4240 hospital patients was put to use for the analysis.   

 

TABLE I.  DESCRIPTION OF DIABETES DATASET 

  Attributes Description Values 

1 Pregnancies Number of times pregnant Continuous 

2 Glucose 

Plasma glucose concentration a 2 hours in an oral 

glucose tolerance test Continuous 

3 BloodPressure Diastolic blood pressure mm Hg 

4 SkinThikness Triceps skin fold thikness mm 

5 Insulin 2-Hour serum insulin mu U/ml 

6 BMI Body mass Index 

weight in 

kg/(height in m) 

^2 

7 DiabetesPedigreeFunction Diabetes Pedigree Function   

8 Age Age Years 

9 Outcome Class variable 

0=no diabetes 

1=has diabetes 

 

TABLE II.  DESCRIPTION OF HEART DISEASE DATASET 

Sl. 

No 

Attributes Description Range of Values Mean Standard Deviation 

1 age Age at exam time in 

years 

Continuous 49.5801 8.5729 

2 male Male orFemale 0 = Female; 1 = Male   

3 education Education of the 

patient 

1 = Some High School; 2 = High 

School or GED; 3 = Some College or 

Vocational School; 4 = college 

  

4 currentSmoker At present smoker or Value 0 for no smoking; value 1 for   
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V. CHOICE OF MODELS 

This paper proposes using machine learning 
techniques—namely, LR, RF, and DT for disease cause 
analysis and disease factor prediction. 

A. Decision trees(DT) 

Authors propose the DT technique among the other types 
of Data mining techniques because of the following criteria: 

 DT filtration techniques are easy to implement and 
easily understandable. 

 It is a systematic and widely used data mining 
method.  

 In data mining, DT demonstrates a very large-scale 
achievement in comparison with other techniques. 

 Tree-like models are used to make decisions in this 
decision support system.  

 DT techniques can be treated as the proven 
mechanism in knowledge discovery fields. 

 DT classifiers are the most used in supervised 
classification extracting patterns and insights from 
set of independent inputs affecting thje output 
variable, say disease or no disease, (Shouman, 
Turner & Stocker, 2012)[22]. 

 This method can handle varied data – ordinal, 
nominal, ratio and text data. 

 The processing of datasets with missing values is 
also possible.  

 

 

 

 

 

 This method is not affected by linearity in data, missing 
values, types of data, and outliers. The results are easy to 
understand and interpret.  

B. Random Forest(RF) 

RF is an ensemble approach - the dataset is split into 
small sub-sets, and the decision tree algorithm is run on these 
sets [23]. The subsets are sampled-with-replacement. The 
importance of features is obtained by voting. This concept is 
referred to as the bagging approach or bootstrapping, which 
reduces the variance without affecting the complete 
ensemble's bias. The results are validated using out-of-bag 
scores. This method reduces overfitting and high variance in 
outcomes [23]. 

C. Logistic- Regression (LR)   

LR enables predicting a disease outcome, a dependent 
variable, using independent variables of multiple types. This 
method is suitable where the outcome is a categorical 
variable, including health care science (Dwivedi, A. K., 
2018)[24]. Thus, LR is a useful technique for determining 
the extent of individual features' impact on diseases' 
occurrence or non-occurrence. 

VI. DATA MINING AND ANALYSIS 

The authors used the DT and RF methods to ascertain the 
significance of features. They applied these techniques to the 
two data sets associated with the diseases.  The dataset with 
important variables were put in LR to predict the presence of 
diabetes and HD. The results were compared with LR 
analysis using original dataset. Thus, this study made the 
comparisons shown in table 3. 

 

 

 

 

not smoking 

5 cigsPerDay Smoking habits -  

Average no. of 

cigarettes/day 

Continuous 9.0059 11.9225 

6 BPMeds Blood Pressure 

medications 

Value 0 for not taking any Blood 

Pressure medications; value 1 for 

already in Blood Pressure medications 

  

7 prevalentStroke Fasting blood 

sugar>120 mg/dl 

0 = false; 1 = true   

8 prevalentHyp     

9 diabetes Diabetes present or 

not 

0 = No; 1 = Yes   

10 totChol Total amount of 

cholesterol present in 

blood 

mg/dL 236.6995 44.5913 

11 sysBP 

 

Systolic blood 

pressure 

mmHg 132.3546 22.0333 

12 diaBP 

 

Diastoloc blood 

pressure 

mmHg 82.8978 11.9104 

13 BMI Body Mass Index  Weight/Height( kg/m2) 25.8008 4.0798 

14 heartRate Beats/Min 

(Ventricular) 

Continuous  75 12.0254 

15 glucose 

 

 mg/dL 81.9637 23.95433 

16 TenYearCHD HD  present or not 0 = No; 1 = Yes   
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TABLE III.  ANALYSIS MATRIX 

Prediction LR DT RF 

LR Original Data Set 

 

Revised Data Set comprising significance 

variables revealed from DT 

Revised Data Set comprising significance 

variables revealed from RF 

 
The association rules were drawn for the both the 

datasets. The results were validated using K-means 
clustering, an un-supervised method to draw associations. 

A. RF analysis For Diabetes disease dataset 

RF analysis of the Diabetes Disease Dataset data reveals 
that comparatively significant variables are Glucose, BMI, 
Age, Diabetes PedigreeFunction, Births, SkinThickness, and 
Insulin.  

 
Fig. 1. RF classification to predict features on diabetes dataset 

Similarly, the RF analysis of the HD dataset (Fig 2 
shown below) shows that the most prominent variables for 
HD are glucose, sysBP, age, male, diaBP, currentSmoker 
and prevalentHyp. 

 
Fig. 2. RF classification to predict features on HD dataset 

The patient dataset contained data on blood-pressure, a 
crucial marker for HD; however, the association rule and the 
significant factors did not include the same. This indicates 
that BP is not the cause for diabetes. The reverse can be 
tested with HD dataset which contains information on 
diabetes. 

B. Decision Tree 

Application of DT in Diabetes disease dataset 

 

 

 
Fig. 3. DT analysis of the data on diabetes dataset 

The association rules derived from the above DT analysis are shown below 
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TABLE IV.  ACCURACY LEVEL OF DT ANALYSIS ON 

DIABETES DATASET 

 

TABLE V.  ACCURACY LEVEL OF DT ANALYSIS ON 

HD DATASET 
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Table 4 shows that the DT analysis of all factors predicts 
diabetes with 78.30 % accuracy. The variables considered to 
be relatively important in the DT analysis are -  Glucose 
accompanied by SkinThickness, Pregnancies, Age and BMI; 
this outcome does not differ from the RF analysis. 

The patient dataset contained data on blood-pressure, a 
crucial marker for HD; however, the association rule and the 

significant factors did not include the same. This indicates 
that BP is not the cause for diabetes. The reverse can be 
tested with HD dataset which contains information on 
diabetes. 

Application of DT in HD Dataset 

Fig 4 displays the effect of the DT analysis conducted on 
all features in the HD dataset.

 

Fig. 4. DT analysis of HD dataset 

The analysis estimates the association rules as follows: 

 

Table 5 demonstrates that the DT study of all variables 
predicts HD with an accuracy of 85.1%. 

DT and RF analysis with both showed that the variables -  
age followed by cigsPerDay, currentSmoker, male, 
prevalentHyp, prevalentStroke, sysBP, and diabetes  are 
significant for HD. It includes diabetes as a significant 
variable. Moreover, the association rule obtained from DT 
analysis indicated that diabetes caused HD in 31% of the 
patients.   

C. LR classification of Diabetes dataset considering all 

features  

1) The LR analysis of all features reveals that the 

variables Pregnancies, Glucose, BloodPressure, BMI and 

DiabetesPedigreeFunction are important together with the 

constant that predicts the existence of diabetes. 
LR Equation 

 
p

log  = – 8.405 + 0.123 * Pregnancies + 0.035 * Glucose - 0.013 * BloodPressure + 0.090 * BMI + 0.945 * DiabetesPedigreeFunction
1- p

 
 
 

                                                                                             (1)                   

Table 6 shows that LR analysis on diabetes data set with 
all variables showed exactly accuracy similar to DT . 
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TABLE VI.  ACCURACY LEVEL OF LR ANALYSIS ON 

DIABETES DATASET 

 

TABLE VII.   ACCURACY LEVEL OF LR ANALYSIS WITH 

THE VARIABLES SELECTED BY DT ON DIABETES DATASET 

 

2) LR classification of Diabetes dataset considering 

relatively significant features from DT classification 
The LR on characteristics considered to be important 

using DT shows that, along with the constant, Glucose, 
Pregnancies and BMI are statistically relevant and predict 
the existence of diabetes. With these factors, Equation 2 
helps the estimation of the disease. 

LR Equation  

p
log  = 

1- p
– 8.411 + 0.033 * Glucose + 0.113 * Pregnancies + 0.086 * BMI

 
 
 

                                                                                         (2) 

The results showed an overall accuracy of 76.8% (as 
shown in Table 7) which is less than analysis with DT. 

Therefore, in predicting the existence of diabetes, LR 
classification on the dataset with the features chosen by DT 
demonstrated lower accuracy. 

3) LR classification of Diabetes dataset considering 

relatively significant features from RF classification 
Glucose, BMI, DiabetesPedigreeFunction and 

Pregnancies, along with the constant, are statistically 
important and estimate the presence of Diabetes in the LR 
classification of the variable considered significant using RF. 
With these factors, Equation 3 helps the estimation of the 
disease. 

LR Equation 

p
log

1- p
= –8.837 + 0.034 * Glucose + 0.084 * BMI + 0.957 * DiabetesPedigreeFunction + 0.118 * Pregnancies

 
 
 

                                                                                              (3) 

The findings revealed an average classification accuracy 
of 77.6% (Table 8), which is lower than the DT  

TABLE VIII.  CLASSIFICATION ACCURACY OF LR ON 

DIABETES DATASET CONSIDERING RELATIVELY IMPORTANT 

FEATURES DETERMINED FROM RF 

 

TABLE IX.   CLASSIFICATION ACCURACY OF LR OF 

HD DATASET CONSIDERING ALL FEATURES 

 

 
Thus, in predicting the existence of diabetes, LR on the 

dataset with the features chosen by RF demonstrated lower 
accuracy. 

a) LR Classification of HD Dataset considering all 

features 

The LR classification for all variables indicates that age, 
cigsPerDay, male, prevalent Stroke, sysBP, and diabetes are 
statistically relevant and predicted HD along with the 
constant. Equation 4 shows the assessment of the disease for 
these features. 

LR Equation 

                                                                                          (4) 

The accuracy level using this method was 85.6%; higher 
compared to overall accuracy depicted by DT including the 
presence of HD. 

LR analysis thus showed better accuracy in predicting the 
presence of HD on the dataset with the variables selected by 
DT analysis. 
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TABLE X.  CLASSIFICATION ACCURACY OF LR ON 

HD DATASET CONSIDERING RELATIVELY IMPORTANT 

FEATURES DETERMINED FROM DT 

 

TABLE XI.  CLASSIFICATION ACCURACY OF LR ON HD 

DATASET CONSIDERING RELATIVELY IMPORTANT FEATURES 

DETERMINED FROM RF 

 

 

b) LR classification of HD dataset considering 

relatively significant features from DT classification 

The LR classification technique for features deemed to 
be important by DT classification technique indicates that 
age, prevalent Stroke, cigsPerDay, male, diabetes and sysBP 
and the constant are significant, predicting incidence of HD. 
The relationship is shown in equation 5. 

LR Equation 

                                                                                              (5) 

LR showed similar results compared to DT in terms of 
overall accuracy (of 85.1%). But the accuracy of the 
presence of HD in this method is greater than the DT 
analysis of all variables (4.0 % ). This outcome showed that 
use of important variables predicted by DT, in LR,  has 
improved the findings. 

c) LR classification of HD dataset considering 

relatively significant features from RF classification 

The LR classification of features considered to be 
important using the RF method shows that, along with the 
constant, glucose, sysBP, age, male and currentSmoker are 
statistically significant and predict the presence of HD. For 
these features, Equation 6 allows disease prediction. 

LR Equation 

                          

                                                                                             (6) 

Table 11 shows an overall accuracy of  85.0%  

Therefore, in predicting the existence of HD, LR on the 
dataset with all variables demonstrated greater accuracy. 

VII. RESULTS AND DISCUSSIONS 

No single method showed better performance in all cases 
– diabetes and HD dataset; original and revised dataset; DT, 
RF and LR methods. The finding were validated using 
unsupervised clustering technique – K means method. 

A. K means method 

K means clustering method was applied to the diabetes 
dataset for identification of cluster characteristics where the 
outcome is one, i.e., diabetic patients. Table 12 lists the final 
clusters of diabetes dataset. It shows that blood sugar level of 
130 and systolic blood pressure with value greater than 72 
and above could suffer from diabetes. 

TABLE XII.  FINAL CLUSTER CENTERS 

 Cluster 

1 2 3 4 5 6 7 8 9 10 

Pregnancies 4 4 5 1 4 4 2 4 3 2 

Glucose 100 153 155 189 131 134 97 117 160 181 

BloodPressure 72 72 79 60 73 72 68 1 73 80 

SkinThickness 14 30 11 23 30 31 26 2 35 36 

Insulin 1 309 0 846 127 196 70 1 502 712 

BMI 30.5 35.1 33.4 30.1 33.5 34.8 30.5 25.8 35.6 44.5 

DiabetesPedigreeFunction .398 .546 .473 .398 .476 .604 .490 .393 .570 1.378 

Age 33 34 41 59 33 34 27 30 33 27 

Outcome 0 0 1 1 0 1 0 0 1 0 

 
The cluster (3) with highest number of patients show that glucose level of 155 and BP greater that equal to 155 suffer from 

diabetes (shown in table 13). 
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TABLE XIII.  CLUSTER-WISE NUMBER OF CASES             

Cluster 

1 228 

2 37 

3 121 

4 1 

5 110 

6 81 

7 136 

8 36 

9 16 

10 2 

Valid 768 

Missing 0 

 
Similarly, the HD dataset was subject to K-means clustering to identify the cluster characteristics where the outcome is one, 

i.e., HD patients. Table 14 lists the final clusters of HD dataset. It shows that even with low value of diastolic blood pressure 
(85) diabetic patient suffered from HD – cluster 2. Whereas patients with diastolic blood pressure greater than 90 did not suffer 
from HD as they were non-diabetic. 

TABLE XIV.  FINAL CLUSTER CENTERS OF HD DATASET 

 Cluster 

1 2 3 4 5 6 7 8 9 10 

male 0 1 1 0 0 0 0 0 1 0 

age 44 57 54 50 55 54 46 51 52 53 

education 2.06 1.92 1.72 2.03 1.83 1.96 2.08 1.94 1.99 1.81 

currentSmoker 1 0 0 1 0 0 1 0 1 0 

cigsPerDay 9 8 5 10 7 8 10 9 5 8 

BPMeds .01 .17 .05 .01 .12 .06 .00 .02 .00 .06 

prevalentStroke 0 0 0 0 0 0 0 0 0 0 

prevalentHyp 0 1 1 0 1 1 0 0 1 1 

diabetes 0 1 1 0 0 0 0 0 1 0 

totChol 172.6 250.5 241.6 243.6 257.6 336.8 210.4 283.5 648.0 203.8 

sysBP 118.9 154.9 144.7 125.6 169.2 144.3 117.8 128.6 158.3 154.1 

diaBP 76.2 85.3 86.6 80.0 99.2 87.3 76.1 81.9 90.5 93.7 

BMI 24.27 25.62 28.57 25.66 27.90 26.59 24.58 26.04 26.36 27.22 

heartRate 74 81 80 75 81 80 73 76 87 77 

glucose 78.96 343.33 206.13 79.85 82.01 81.46 78.10 79.84 112.00 83.17 

Outcome 0 1 0 0 0 0 0 0 1 0 

 
Thus, the results from supervised classification were 

validated using the un-supervised method.  

VIII. CONCLUSION 

The incidence of diabetes is rapidly increasing 
worldwide and influencing heart-disease, causing a fatality. 
This paper does four critical analysis: 

i. identifies significant features affecting diabetes and 
HD;  

ii. finds linkage between diabetes and heart disease;  

iii. compares the performance of well-proven supervised 
data mining techniques - decision tree, random forest, and 
logistics regression; 

 

 

 

 

iv. validates the findings using an unsupervised method, 
i.e., K-means clustering.  

The diabetic patients were primarily affected by t body-
mass-index (BMI) followed by pedigree function and then 
age - shown in table 15. 
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TABLE XV.  COMPARISON OF THE DEGREE OF ACCURACY AND DETECTION OF SIGNIFICANT FEATURES (DIABETES DATASET) 

Comparison of Accuracy Levels and Identification of significant Variables for Diabetes Dataset 
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P
re

d
ic
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 1

 

A
cc

u
ra

cy
 

o
f 

P
re

d
ic
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n

g
 0

 

RF 1 1  1 1 1 1 1 40.9  

DT - I 1 1  1  1  1 75 80 

LR - I 1 1 1   1 1  58.2 89 

LR - II 1 1    1 1  56 89.2 

LR - III 1 1    1   56.3 87.8 

TOTAL 5 5 1 2 1 5 3 2   

 
The outcome is the difference in skin thickness and 

glucose levels. The probability of this disease is high 
amongst pregnant females. Factors, namely smoking habits 
followed by diabetes (and glucose levels) and gender - male 
lead to HD. The outcome is high blood pressure and stroke. 

DT and the ensemble method such as RF  showed similar 
performance in overall accuracy.  DT performed better in the 
diabetes dataset (75% correct prediction with outcome equal 
to 1) than HD dataset (4% correct prediction with outcome 

equal to 1). LR demonstrated better results for diabetes (58% 
correct prediction with outcome equal to 1) than HD (9% 
correct prediction with outcome equal to 1).  

DT predicted better than any other method, i.e., 13.7% 
accurate in predicting HD, while  RF predicted better than 
any other method, i.e., 13.7% accurate in predicting diabetes 
(table 16). Thus, no single method can be recommended in 
general - a comparative performance always leads to 
prediction (table 15). 

TABLE XVI.  COMPARISON OF THE DEGREE OF ACCURACY AND DETECTION OF SIGNIFICANT FEATURES (HD DATASET) 

Comparison of Accuracy Levels and Identification of significant Variables for HD Dataset 
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R
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1 1 1   1   1 1 1 13.7  

D
T

 -
 I

 

1 1 1 1 1 1 1  1   4 99.6 

L
R

 -
 I

 

1 1  1    1 1  1 9.2 99.4 

L
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 -
 I

I 

1 1  1 1  1  1   6.7 99.2 

L
R

 -
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1 1 1      1  1 7.2 99.2 

T
O
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 5 5 3 3 2 2 2 1 5 1 3   
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Further analysis using improved ensemble techniques 
such as the extra-tree method can shed more light on 
diabetes and HD's co-existence. Besides, a single dataset 
indicating both HD and diabetes can lead to additional 
knowledge on the subject. 
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