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 Abstract—A popular method for training a machine 

learning model is to use a data-driven approach. This research 

contributes to expanding the dataset of urban road images 

without vehicles. Using this method will benefit a variety of 

existing and new research projects that require an empty road 

to train their data-driven model. To achieve the desired result, 

the method combines image segmentation and image 

inpainting. The model detects the vehicle with Mask RCNN 

and removes the detected object with image inpainting. 

Morphological transformation was used to improve the 

method's efficiency. Using dilation operation of morphological 

transformation, the mask generated from mask RCNN is 

enlarged. The results of the experiment support the method's 

efficacy. 

Keywords—Mask RCNN, Image inpainting, Data 

augmentation, Image processing, Object detection. 

I.  INTRODUCTION 

Artificial Intelligence breakthroughs in machine learning 
and deep learning are causing a paradigm shift in nearly 
every sector of the technology industry. From autonomous 
vehicles to virtual environments and urban city planning, AI 
is taking its place through different research domains. Many 
approaches are used in various research domains, one of 
which is the data-driven approach [1]. Although the Big Data 
revolution has made it easier to obtain real-world data from 
the Internet, creating a large dataset remains a time-
consuming and laborious task [2]. Many research domains, 
such as Internet of Things (IoT), Image processing [4, 5],  
machine learning, etc rely on data for practical 
implementations [3]. Augmented autonomous driving 
simulation was proposed in the study[1] who has used a data-
driven approach, with the data being real-world road images 
collected from the ApolloScape, Kitti, and CityScape 
datasets to create photorealistic simulation images and 
renderings. Extracted road networks are required for urban 
mapping and image-based vehicle navigation. However, due 
to a lack of prior road datasets, methods for extracting road 
networks from images face a number of challenges [6]. True 
virtual cities necessitate realistic 3D models of urban built 
stature. A sufficient amount of real city data is required for 
realistic 3D models in virtual environments [7]. Moving 
obstacles are not ideal for creating 3D models, and there is 
insufficient data that can be found without obstacles such as 
vehicles. It is difficult to detect road signs such as lanes, 
crosswalks, stop lines, and so on when there are vehicles on 
the road, so vehicles tend to be a constraint to road and lane 
detection research [8]. Quality training data is the most 
important aspect of machine learning. Training data comes in 

a variety of formats, reflecting the numerous potential 
applications of machine learning algorithms. The accuracy 
and performance of  a machine learning model are 
determined by the quality and quantity of training data. 
Image augmentation is considered when creating a diverse 
image dataset. Image augmentation is the artificial 
generation of training images through the use of various 
processing methods that are typically required to improve the 
performance of AI models [9]. 

The proposed methodology in this paper combines image 
segmentation and image inpainting to enhance existing road 
images and create a road dataset that is free of obstacles 
(vehicles). Vehicles are segmented and masks are created 
using the Mask RCNN method. Mask-RCNN produced 
cutting-edge results for object detection and instance 
segmentation on the MSCOCO [10] dataset [11]. 
MSCOCO's labeled data explicitly identifies features. In this 
study, vehicles are identified from the images, and that 
pattern trains the algorithm to recognize the same pattern in 
unlabeled data. Mask RCNN generates masks of the 
segmented vehicles, which are then removed from the 
images using the image inpainting method. Inpainting has a 
wide range of applications, from the restoration of damaged 
paintings and photographs to the removal/replacement of 
specific objects [12]. To remove the vehicle from the road 
images, the inpainting method detects adjacent pixels in the 
masked area and fills them in. Finally, the similarity ratio 
between the method's input image and the output image is 
computed. 

II. BACKGROUND STUDY 

In surveillance camera systems, the paper [13] 
concentrated on recognizing unattended items. Two timely 
updated backgrounds are obtained via foreground blob 
extraction. The proposed approach recognizes a removed or 
forgotten object by a human from the previous frame based 
on the method's succession. Despite the method's high 
accuracy in object detection, it only worked with persons 
who were standing motionless. In this paper [14] the authors 
have described a strategy for eliminating natural items. A 
target detection technique based on contour transformation 
was proposed in this study. In this paper [15], the authors 
have described several methods for carrying out the picture 
inpainting process. Here, the many techniques to completing 
the inpainting process were identified and their shortcomings 
were compared using parameters such as performance, 
output, and efficiency. Although the paper shows how 
inpatient methods are used in various projects, it lacks the 
data or actual visualization of output comparisons needed to 
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comprehend the picture inpainting techniques presented 
fully. This study [16] proposed a technique for deleting 
undesired targets or elements from an image input. They 
employed the viola jones object detection approach for facial 
identification, which let them identify the primary topic of 
the frame, and the suggested model uses SVM to crop the 
image only, keeping the main subject. If the uninvited object 
is in the corner of the image, this strategy is quite effective. 
When employing the crop approach to remove an item from 
the middle of an image, the model was not particularly 
effective. In this paper [17], the researchers proposed an 
algorithm for eliminating rain from still pictures. They 
employed edge detection to extract a mask that captures the 
nuances of the rain removal image after decomposing the 
input image. They then processed the rain using a defogging 
algorithm. To specify a robot's target component capture, this 
study [18] presented an improved version of the mask RCNN 
method. To expand RCNN subnet and ROI wrapping, they 
replaced Mask RCNN with a Light –Head Mask RCNN 
network. This helps the system to reduce complexity and 
achieve slightly higher detection results than Mask RCNN, 
but it does so at the expense of the Mask RCNN's real-time 
detection speed and efficiency. In this paper [19], the authors 
have created a technique for reading meter values from an 
image automatically. Mask RCNN has been tweaked to read 
a wide range of digital values from an image. A mask RCNN 
implementation was investigated in this paper [20]. The 
researcher utilized Mask RCNN to accomplish nucleus 
segmentation and object localization. They used ResNet-
101-FPN to modify the RCNN mask on the BBBC038v1 
picture, which contains tiny nuclei images. Another mask 
RCNN implementation was carried out by the authors of the 
following paper [21]. They have discovered how to 
automatically identify dents, convex, hole, damage, and 
distortion in containers using Fmask-RCNN. They used 
Res2Net101 structure, flip fuzzy data, fusion unsampling, 
and other techniques to modify the mask of detected 
container damages, allowing them to successfully identify 
various types of damages in containers using just a single 
image frame. In this study [22] the researchers have 
proposed a model that employs Mask RCNN and stereo 
vision to recognize numerous things from varying distances, 
such as bananas, apples, and oranges. The approach might 
name the thing that is being identified in addition to 
identifying it. The COCO17 dataset was used to create the 
image set. To construct an inpainting method, the authors 
[23] proposed a deep neural network model in their paper. In 
their research, Inpainting has been divided into two 
categories: structure reconstruction and texture production. 
The first component fills in the gaps in the framework, while 
the second part creates the texture. In this paper [24] the 
authors have recommended a method for inpainting objects 
from a single video frame in their research. The video is 
divided into a number of frames using this way. The 
algorithm then employs graph-based region segmentation 
following foreground extraction. Finally, they completed the 
inpainting method and converted the frames into videos 
using their proposed method. In this study [25], the authors 
have proposed a method for eliminating snow or rain from a 
single still picture in their paper. They extracted the rain and 
snow portion of the image, as well as other details, using 
image decompositioning dictionary learning. In this paper 
[26], the authors have shown the importance of data 
augmentation in a deep learning image classifier model in 
their work. They demonstrated the absence of training data 

for picture classification as well as a comparison of existing 
data augmentation strategies. Later, they presented their own 
data augmentation strategy, as well as the usage of the 
created output to train a deep learning model. In this 
following paper [27], the researchers have improved a small 
data collection for model training by combining it with a 
larger data set at their work. They've successfully created 
minuscule object masks and used data augmentation to create 
photorealistic images of blood cells. In this study [28], the 
authors used data augmentation to train an intelligent disease 
detection algorithm in their research. They've identified the 
problems with open-source data sets and proposed a strategy 
for developing their own data collection for model training. 
Crop, rotation, image scaling, zoom, channel shift, and other 
minor augmentation techniques were applied. In this paper 
[29] the authors have discussed the limitations of medical-
related intelligence due to a lack of data in their paper. As a 
result, they offered image synthesis as a way to expand the 
data set. They created a binary mask using two-stage 
generative adversarial networks (GAN) and then used GAN 
for conditional production of the synthesized picture in a 
subsequent step. They later used these photos to create 
additional training datasets. In this study [30], researchers 
have proposed an image inpainting library in their research. 
They've used their image augmentation method on a variety 
of photos, including map images, animal photographs, 
landscape images, and other regularly used images. This 
method is based on a deep neural networking model that has 
been strengthened by image augmentation. In a malware 
scenario, they used picture augmentation to discover 
malware families. Using image inpainting, this research [32] 
suggested a learnable bidirectional attention mappings 
(LBAM) method. Their proposed LBAM method is effective 
in adapting to uneven holes and propagation of convolution 
layers since the introduction of learnable attention maps. 
Reverse attention maps are shown to allow the U-Net 
decoder to focus solely on filling in gaps. In this paper [33] 
the authors have presented a coarse-to-fine generative picture 
inpainting framework, as well as our baseline and full 
models with a novel contextual attention module. By 
learning feature representations for explicitly matching and 
attending to appropriate backdrop patches, the contextual 
attention module greatly enhanced image inpainting 
outcomes. Based on the current state-of-the-art generative 
image inpainting network, they have offered numerous 
strategies to increase training stability and speed, including 
inpainting network upgrades, global and local WGANs, and 
spatially discounted reconstruction loss. As a result, they 
were able to train the network in a week instead of two 
months. An adaptive Mask RCNN technique for recognizing 
multi-class objects in remote sensing images was proposed in 
this study [34]. To overcome the lack of labeled remote 
sensing imagery, they used transfer learning, fine-tuning, and 
augmentation techniques such as rotation, scaling, and 
illumination conditions. In terms of average precision, 
computation time, Intersection over Union (IOU), and 
Precision-Recall Curves, the study compares the proposed 
method to baseline deep object recognition algorithms 
(PRC). The method used in the paper [35] is Tozero 
thresholding, which is applied to the image and converts the 
pixels at the thresholding value to black and the others to 
lighter shades. The image undergoes morphological 
transformation in order to eliminate noise and identify 
specific parts. The morphological closing technique utilized 
here will dilate the image first, removing the object image's 
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noise before closing the discontinuous sections. After that, 
depending on the kernel used, erosion reduces the white 
noise by removing pixels near the boundary. Another study 
[36] based on morphological reconstruction proposed an 
improved image segmentation algorithm. Catchment basins 
for all sizes of objects were morphologically defined and re-
shaped using erosion and dilation operations, ensuring 
watershed transformation in the final stage segmentation of 
the image appropriately. To achieve an acceptable effect, the 
approach proposed in that paper uses different thresholds to 
search for the catchment basin marker in distinct grey areas 
and overcomes the problem of un-matching different-sized 
froths at a single threshold. 

III. METHODOLOGY 

To generate the output image the project strictly follows 
the steps mentioned in Figure 1. The operation begins with 
getting the input image and applying the mask RCNN to it, 
which then returns the masks of the detected vehicles in the 
image. The generated masks are then dilated, applying which 
the original input image is inpainted. Hence, generating a 
new image without any vehicles. 

 

 

Fig. 1. Flow chart of image inpainting. 

A. Mask RCNN: 

MASK R-CNN (Region-Based Convolutional Neural 
Network) is a framework for object instance segmentation 
that utilizes Feature Pyramid Network (FPN) and a 
ResNet101 backbone. Mask R-CNN extends Faster R-CNN 
by adding the implementation of instance segmentation and 
replacing ROIPooling from Faster R-CNN to ROIAlign. 
ROIAlign is capable of representing fractions of a pixel, thus 
producing a much more definitive mask than its predecessor. 
Mask RCNN performs a dual-stage operation on its input 
images where in the first stage, RPN, a light neural network 
is used to propose regions that might be comprised of 
objects. A set of boxes with preordained coordinates and 
scales relative to that of the original input image called 
Anchors are utilized to bind bounding boxes to the locations 
of interest. Based on an IoU(Intersection over Union) value, 
each anchor is assigned to a bounding box that then uses the 
anchors to estimate the object’s size and adjust itself 
accordingly. In the second stage, the proposed regions from 
the first stage are used to generate bounding boxes with a 
similar process to that of the first stage but here anchors are 
replaced with ROIAlign which then constructs masks for 
each detected object at the pixel level. Figure 2a shows an 
input image in which Mask RCNN detects multiple objects 
and assigns each of them a bounding box. After that, a mask 
is generated off of the instance segmentation of the vehicle 
as shown in Figure 3. 

 

a 

 

b 

Fig. 2. (a)Inputted image, (b) Generating bounding box after object 

detection Inputted image. 

 

Fig. 3. Mask of the Car object. 

B. Morphological transformation & image inpainting: 

The generated masks were used for inpainting the input 
images. After evaluating the resulting image as shown in 
figure 5, it can be concluded that the image inpainting did 
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not do a very good job as there are some unwanted parts left 
in the image. The reason for this was that the mask generated 
by Mask RCNN did not compensate for the real-world 
implications of objects in that environment such as the 
shadow of the car. Hence when inpainting the image with 
that mask it does not envelope both the vehicle and its 
shadow generating a faulty outcome.  

To rectify the above-mentioned issues morphological 
transformation was introduced to the generated masks. 
Morphological transformation is used on binary images to 
manipulate image shapes using a kernel that dictates the 
nature of the manipulation. The generated masks were fed to 
the morphological transformation function with the kernel of 
4 x 7 for dilating the masks. The resulting dilated mask is 
shown in figure 4b. 

 

Fig. 4. Mask of the car after dilation. 

With the dilated masks image inpainting was performed 
on the original input image. As the dilated mask 
compensated for the environmental elements, it composed a 
much better result than without dilation, as shown in figure 
6. Image inpainting is an image rebuilding method through 
which an image is reconstructed. It can also be used for 
removing unwanted elements such as noise, marks, texts, or 
in some cases even damaged parts to restore an image. The 
basic methodology of image inpainting is to remove 
unwanted pixels and then replace them with adjacent pixels. 

  

Fig. 5. Image inpainting without 

dilation. 

Fig. 6. The output of inpainting after 

using the dilated mask. 

C. Output Validation: 

A function that calculates the similarity of two images 
was introduced as a validation function. It was used to 
calculate the similarity between the output image from 
inpainting (Figure 6) and the image of the same frame 
without the vehicle(Figure 7). The validation function works 
by using openCV’s SIFT(Scale Invariant Feature Transform) 

to extract key points from the images to be compared. Then 
openCV’s KNNMatch is used to match the descriptors of 
both images and return the good matches. The final result is 
compiled by using a ratio of the match points and key points. 
The resulting similarity index of the validation function will 
dictate how similar the resulting image is to the image taken 
without the car. The higher the similarity percentage, the 
higher the success rate of the proposed model. 

 

Fig. 7. Image without car taken from the same frame. 

IV. RESULT AND ANALYSIS  

The process proposed in this paper produces a mask with 
dilation operation from the input image after detecting the 
vehicles of the image. The white color indicates the car. 
Then applying the inpainting method with dilation on the 
image makes the car disappear from the image. Using RCNN 
in this method to detect objects and later to generate masks 
shows its usefulness. The performance of RCNN in detection 
proves that it is a good choice if there is a task of object 
detection and mask generation. The method explained in this 
paper used Mask RCNN to detect cars, and the confidence 
turned out to be 98.7%. This result speaks for RCNN’s 
viability in object detection.  

The morphological transformation was achieved by doing 
image dilation in this proposed method. Using 
Morphological transformation showed its influence on the 
result. The side-by-side comparison between Morphological 
transformation and without Morphological transformation 
makes it evident. It can be visually compared from images 5 
and 6, after impainting the images using both methods shows 
which one performed better. 

After comparing the figures(Figures 5&6), it can be seen 
that figure 6 generates a better result compared to figure 
5.Between these two images, the first image(figure 5) does 
not use Morphological transformation and the second 
image(figure 6) does. Because of the usage of a transformed 
mask in the second image (figure 6), there are no vehicles 
visible in the image where figure 5 has some vehicle sections 
visible. While analyzing methods, it can be seen that if the 
generated mask is used in the model for image inpainting the 
model accuracy rate comes around 93.73%. But using a 
transformed mask changes the story. Using a transformed 
mask increases the accuracy rate of the model. And the result 
of the accuracy is visible in the resulting photos in Figures 5 
and 6. Usage of the transformed mask made the portion of 
the car visible in figure 5 disappear in figure 6. The reason 
behind this kind of behavior can be found out if some 
characteristics of Mask RCNN are analyzed. Here the 
shadow of the object is one of the key reasons for 
inaccuracy. Because if Mask RCNN is analyzed it can be 
seen that it excludes shadow of the objects in the image 
while running the segmentation process. In the image 
inpainting method, neighboring pixels have a good impact in 
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the inpainting method. Normally the neighboring pixels of 
the object are substituted to do the image inpainting. Because 
of that, the shadow of the object create a problem in the 
inpainting process. This problem is solved by enlarging the 
mask area that covers the shadows. Covering the shadow 
while masking the object leaves no trace of the shadow of the 
object. Because of that, a better result is generated with 
dilation compared to without dilation. The method using 
dilation while inpainting provides an accuracy of 95.6%, 
which is a great improvement over the results generated by 
the method without using dilation. So it can be seen that the 
dilation of images plays a great role in improving the method 
and getting the most optimal output. While not using it fails 
to generate optimal results. In figure 10 the difference 
between the two methods is marked using a red mask. Red 
marks in figure 10 provide information on how much the 
dilation method is helping to improve the performance of this 
proposed method. More Outputs are given below in figure 
11. 

 

Fig. 8. Accuracy of inpainting without dilation 

 

Fig. 9. Accuracy of inpainting with dilation 

 

Fig. 10. Difference between input and output picture 

V. THE NOVELTY OF THE WORK 

The process described in this paper can be used to expand 
any dataset that has images of roadways with vehicles. If a 
model requires road image data without vehicles for training, 
image data with cars can be converted into images of roads 
without vehicles using this method. Self-driven vehicle 
models are frequently taught in a virtual environment. 
Scaling up can improve those self-driving vehicles in 
simulated environments. Data-driven algorithms can scale up 
and enhance their model by creating new data and delivering 
more data to the model. It has been demonstrated that 
combining large-scale driving datasets with statistical models 
can increase efficiency by a factor of ten thousand [30]. 
However, a new study will require roughly 8.8 billion 

driving miles to present adequate evidence to compare the 
safety of autonomous vehicles with human driving based on 
logged data if they want this appealing outcome[30]. As a 
result, researchers can use our proposed algorithm to expand 
the amount of image data in an existing dataset. This strategy 
can be used by researchers who do not have access to a huge 
amount of data to train their models.  

VI. CONCLUSION  

After analyzing and reviewing the method, it is clear that 
it is a useful viable method for generating augmented data by 
removing vehicles from any road data set. It is a sturdy way 
of road data generation. Using this, better training data can 
be generated without going through the hassle of collecting it 
from the field. Also, from the results and analysis section, the 
viability of the method is proven. This provided method 
performed well in both object detection and image 
inpainting. The accuracy of the results proves the 
competence of the explained method. This method can be of 
great use for independent researchers and small computer 
vision-based software. Comparatively, it is more costly to 
collect data from the field compared to generating it from an 
existing dataset. The proposed method can be used to make a 
new dataset or increase the existing dataset. It will open a 
new door to training data-driven models. 
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Fig. 11.   A. confidence rate of identifying the vehicle to remove, B.Mask of the car without dilation, C. Output after inpainting using mask without 

dilation, D. Mask of the vehicle after dilation, E. output after inpainting using mask with dilation. 
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