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Abstract- We live in a postmodern era, and our everyday lives
are undergoing significant changes that have a beneficial and
negative impact on our health. As a result of these developments,
the prevalence of numerous diseases has skyrocketed. The
diagnosis of cardiovascular disease is the most challenging task in
medicine. Cardiovascular disease diagnosis is complex because it
relies on the grouping of enormous amounts of clinical and
pathological data. As a result of this issue, there has been a
substantial surge in interest among researchers and clinical
experts in the efficient and precise prediction of cardiac disease.
When it comes to heart disease, getting a proper diagnosis at an
early stage is crucial because time is a crucial issue. Heart disease
is the leading cause of mortality worldwide, and predicting heart
disease at an early stage is crucial. In recent years, machine
learning has emerged as one of the most progressive, dependable,
and supporting tools in the medical arena, providing the most
help for disease prediction with proper training and testing. This
study work aims to present a survey of knowledge discovery
strategies in databases employing data mining techniques that
are already in use in medical research, specifically in
Cardiovascular Disease Prediction.

Index terms: - cardiovascular, machine learning, heart disease,
prediction, classification

l. INTRODUCTION

According to WHO (World Health Organization) data,
cardiovascular illnesses (CVDs) are the leading cause of death
worldwide, with more people dying each year from CVDs than
from any other cause. CVDs claimed the lives of 17.9 million
people worldwide in 2016, accounting for 31% of all deaths.
Heart attacks and strokes account for 85 percent of these
deaths. Low- and middle-income nations account for about
three-quarters of CVVD mortality. In 2015, 82 percent of the 17
million early deaths (before the age of 70) owing to non-
communicable illnesses occurred in low- and middle-income
countries, with CVDs accounting for 37 percent. The majority
of cardiovascular illnesses can be avoided by addressing
behavioral risk factors like cigarette use and bad eating habits.
Using population-wide initiatives, food and obesity, physical
inactivity, and problematic alcohol use can be addressed [1].
The heart is a vital organ in the human body. The effective
functioning of the heart is essential to life. If the heart isn't
performing properly, it will have an impact on other sections of
our body, such as the kidneys and the brain. The functioning of
the heart is used to predict cardiac disease. The following are a
few of the factors that are used to predict heart disease. * High
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blood pressure ¢ Cholesterol * Lack of physical activity e
Smoking ¢ Obesity * Heart disease in the family

Because heart disease is the leading cause of death in
humans, it is necessary to make forecasts in order to lower the
risk of heart disease. Generally, doctors will diagnosis heart
disease based on the symptoms and physical examination of
the patient body. In the healthcare business, predicting heart
disease is a difficult challenge. Patients' data, disease
diagnoses, computerized patient records, and medical gadgets
all make up a large part of the healthcare industry today [2]. It
is a crucial resource that must be analyzed during knowledge
extraction and will aid decision-making.

Congenital, coronary, and rheumatic heart illnesses are all
covered under the umbrella term "heart disease." Coronary
heart disease is the most frequent of these illnesses, with over
360,000 Americans dying from heart attacks in 2015. A heart
attack is expected to occur every 40 seconds in the United
States, according to the Centers for Disease Control and
Prevention [18]. As a result, annual spending on heart disease
in the United States has climbed to more than $200 billion.
Furthermore, according to the American Heart Association,
health-care costs related to heart disease are predicted to treble
by 2030.

The following are some of the most common heart
diseases:

e Angina

e Acute coronary syndrome
e Arrhythmia

e Cardiomyopathy

e Congenital heart disease

e Coronary artery disease

e Rheumatic heart diseases

Prediction is an excellent methodology in healthcare
settings where doctors lack more information and experience,
as well as where there are no specialists. For example, such
clinicians may make their own decisions, which may lead to
bad outcomes and the death of patients. Prediction of heart
disease is utilized for automatic disease diagnosis and to
provide enough services in healthcare centers to save people's
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lives. The use of a prediction technique assists stakeholders,
particularly experts, in making accurate decisions on how to
treat patients. Predicting cardiovascular disease is a difficult
undertaking, and achieving an automated diagnosis of illness is
even more difficult. Because healthcare facilities keep vast
amounts of data that are extremely complicated and difficult to
analyze [3]. Even if it is a difficult undertaking, employing
cardiac disease prediction in medical centers plays an
important role in saving people's lives and allowing
stakeholders to make active and accurate decisions[23].
Medical data mining has been useful in uncovering hidden
patterns in large data sets in the medical field [4]. Clinical
diagnosis can be made using these patterns. The accessible raw
medical data, on the other hand, is widely dispersed, varied,
and large. These data must be collected in a systematic manner
before being integrated into a hospital information system [5].
Data mining is a user-friendly way to discovering new and
hidden patterns in data [13, 22].

Il.  REVIEW OF THE LITERATURE

Data on numerous health-related concerns is collected by
medical institutions all over the world. These data can be used
to gain meaningful insights utilizing a variety of machine
learning techniques. However, the amount of data collected is
enormous, and it is frequently noisy. Machine learning
approaches can quickly investigate these datasets, which are
too large for human minds to understand. As a result, machine
learning algorithms have recently proven to be quite beneficial
in precisely predicting the presence or absence of heart-related
disorders. To automate the examination of big and complicated
data, machine learning methods and techniques have been used
to a variety of medical datasets [19]. Several machine learning
algorithms have recently been used by many researchers to aid
the health care industry and experts in the detection of heart-
related disorders [6, 20].

[7] Satish Chandra Reddy, N. Satish Chandra Reddy, N.
Satish Chandra Reddy, N. Satish Chandra Reddy, N. This
research focuses on the categorization and feature selection
needed for employing various machine learning methods to
forecast heart disease. KNN, SVM, Random Forest, Nave
Bayes, and Neural Network are among the algorithms used in
the paper. Over the total dataset, the methods utilized in the
research produce a better outcome, with an average accuracy of
85.92-89.41%.

Marjia et al.[8] propose employing WEKA software to
predict cardiac disease using K Star, J48, SMO, and Bayes Net
and Multilayer Perceptron. Based on the performance of
several factors, SMO (89 percent accuracy) and Bayes Net (87
percent accuracy) outperform KStar, Multilayer Perceptron,
and J48 approaches utilizing k-fold cross validation. The
accuracy levels reached by those algorithms are still
insufficient. As a result, if the accuracy of the diagnosis is
increased, a better judgement can be made.

The Azam and his associates .[9] The research describes
automatic diagnosis of coronary artery disease (CAD) patients
using optimized SVM, in which SVM parameters are
optimized to improve prediction accuracy, yielding a 99.2%
accuracy using k-fold cross-validation. The paper aids in the
early detection of disease and the reduction of costs. The
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accuracy attained is good for predicting whether or not a
person has heart disease.

Cemil et al. [10] propose using a knowledge discovery
process to predict stroke patients using Artificial Neural
Networks (ANN) and Support Vector Machines (SVM), which
have accuracy of 81.82 percent and 80.38 percent for ANN and
SVM, respectively, in the training data set and 85.9% and
84.26 percent for Artificial Neural Network (ANN) and
Support Vector Machine (SVM) in the test dataset. For the
suggested work, ANN produces better accurate results than
Support Vector Machine (SVM). The paper's accuracy is
insufficient to accurately predict stroke patients.

Sanavar et al. [11] are a group of researchers who came up
with a novel way to solve a problem. The following is a
summary of a survey article on the prediction of heart disease.
It explains the various methodologies as well as how the
proposed approaches are put into action. It also gives an
overview of heart disease, the function of data mining in
healthcare, and how to apply or use data mining in a healthcare
setting.

Megha Shahi and her colleagues .[12] The goal of this
study is to develop a system for predicting heart disease
utilizing data mining techniques and WEKA software for
automatic illness detection and to provide service quality in
healthcare centers. SVM, Nave Bayes, Association rule, KNN,
ANN, and Decision Tree were among the algorithms utilized in
the study. According to the article, SVM has an effective and
efficient accuracy of roughly 85% when compared to other
data mining methods.

A. Support Vector Machine

Support vector classifiers are classified as linear, nonlinear,
radial basis function (RBF), sigmoid, or polynomial based on
their kernel functions [14]. The support vector or data points
are separated by the hyperplane or support vector machine[15].
Binary SVMs are classifiers that distinguish between data
points belonging to two categories. An n-dimensional vector
represents each data object (or data point) [16]. Each of these
data points can only be classified into one of two groups. A
hyper plane is used to separate them by a linear classifier.
There are numerous hyper planes that can be used to separate
data samples. SVM chooses the hyper plane with the biggest
margin to obtain the greatest separation between the two
classes. The margin is the sum of both categories' shortest
distances from the separating hyper plane to the closest data
point. A hyper plane like this is more likely to generalize,
which means it will correctly identify unseen or testing data
points. To handle nonlinear classification problems, SVM
performs the mapping from input space to feature space.

BASIS OF MACHINE LEARNING ALGORITHMS

B. Random Forest

Random forest creates a large number of decision trees
during training and outputs the mean forecast for regression
and the mode prediction for classification. The decision trees
examine the many patterns in the data. The classification
forecast is based on the majority vote.
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C. K-Nearest Neighbor’s

It's a simple classifier that can't handle sounds, it's
straightforward to design and comprehend, it takes a little
amount of time to train, and it uses the entire training set for
prediction. Heart disease has been predicted using the K-
Nearest Neighbors (K-NN) method with a weighting value. For
the heart, comparable algorithms (KNN) were combined with
feature selection techniques like as particle swarm optimization
(PSO). When it comes to disease prediction, it's significantly
more accurate.

D. Decision Tree

For inductive inference, decision tree learning is one of the
most commonly used and useful machine learning approaches.
It's a method for approximating discrete valued functions that
can learn disjunctive formulations and is robust to noisy data.
A decision tree is used to represent this learning function.
Classification trees are tree models with a finite set of values
for the goal variable. Leaves indicate classification outcomes,
and branches represent feature combinations that point to those
classification results in these tree topologies.

E. Naive Bayes

The Bayes theorem is used to create a classification
algorithm called Naive Bayes. The Naive Bayes model is
simple to construct and is especially good for huge data sets.
Naive Bayes is renowned to outperform even the most
advanced classification systems due to its simplicity. It is
assumed that the existence or absence of a specific class feature
has no bearing on the presence or absence of any other feature.
It's based on the concept of conditional probabilities. The
Naive Bayes classifier has the advantage of using only a little
quantity of training data to estimate the parameters (variable
means and variances) required for classification. Because
independent variables are assumed, all that needs to be
established are the variances of the variables for each class. It
can be used to solve problems involving binary and multiclass
categorization.

IV. CONSIDERATIONS

The assessment field has been inundated by statistical
models for estimating that are incapable of producing good
performance results. Statistical models fail to store categorical
data, handle missing values, or deal with massive data points.
All of these factors contribute to the importance of MLT [17].
Many applications, such as image detection, data mining,
natural language processing, and illness diagnostics, rely on
machine learning. ML has potential solutions in all of these
areas. This study presents a review of various machine learning
algorithms for diagnosing diseases such as heart disease,
diabetes, liver disease, dengue fever, and hepatitis. It has been
discovered that for the SVM improves the accuracy of heart
disease identification. The benefits and drawbacks of various
algorithms are highlighted in this survey. Machine learning
techniques for disease prediction improvement graphs. Based
on the results of the investigation, it is obvious that these
algorithms improve the accuracy of different diseases, allowing
for better decision-making.
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Based on the foregoing research, it can be stated that
machine learning algorithms have a lot of potential in
predicting cardiovascular or heart-related disorders. Each of the
algorithms listed above performed exceptionally well in some
circumstances but poorly in others, possibly due to overfitting.
Because they incorporate numerous algorithms, such as
multiple Decision Trees in the case of Random Forest, Random
Forest and Ensemble models have done exceptionally well.
Machine learning algorithms and methodologies have proven
to be quite accurate in predicting cardiac problems.

Using a pooled dataset, the cardiac disease prediction was
tested using the classification and feature selection algorithms
developed in the CARET package of the R tool. The database,
preprocessing, analytical tools, and procedures all influence the
model's accuracy. When compared to using all of the dataset's
features, it's critical to choose the bare minimum and
prominent properties to optimize speed. Random forest has the
most accuracy in a three-percentage split (without and with
feature selection). The random forest may be utilized as an
excellent classification method for accurately predicting heart
disease with an accuracy of 90-95 percent, according to this
study. The fact that the accuracy differences between the
dataset and selected characteristics (8 and 6) are less variable
suggests that these features may be beneficial for heart disease
prediction [5].

Heart disease diagnosis is complex because it relies on the
grouping of enormous amounts of clinical and pathological
data [25]. This work proposes utilizing a genetic approach to
investigate several heart disease prediction models and identify
relevant heart disease features. Different prediction models
were investigated in this study, and trials were undertaken to
determine the best classifier for predicting heart disease. For
the prediction of patients with cardiac illnesses, four classifiers
were used: Random Forest, Nave Bayes, Decision Tree, and
Support Vector Machine. The performance of the Naive Bayes
classifier is more accurate in most circumstances, according to
observation. The genetic algorithm feature selection technique
suggests the most significant features for heart illnesses,
according to another finding from this study. The results also
suggest that combining a genetic algorithm with prediction
models increases the models' performance.

V. ILLUSTRATION OF THE PROPOSED SYSTEM

Massive amounts of data generated by a variety of sources
have become critical for gathering, storing, searching, and
sharing, but they are difficult to comprehend and analyze.
Because of the large amount of data and the rising expense of
diagnosis, researchers have been looking for ways to improve
the model's accuracy and provide better disease prediction
results.
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Fig 1. A model for predicting CVD has been proposed

A. Data Preprocessing

Data preprocessing is a data mining approach that entails
converting raw data into a format that can be understood. Real-
world data is frequently inadequate, inconsistent, and/or
lacking in specific behaviours or trends, as well as including
numerous inaccuracies. Preprocessing data is a tried and true
means of resolving such problems. Data preprocessing is the
process of preparing raw data for subsequent processing.

Missing values are replaced with mode values based on the
particular data set during the data preparation stage. Source of
data Second, outliers in the dataset (i.e., heart disease patients
with high values of corresponding variables) are not deleted.

B. Feature Selection

Feature selection is a key stage in data preprocessing since
it allows for the removal of unneeded features and the
improvement of performance in order to develop a better
classification model [21]. The feature selection is carried out
on the dataset in order to pick a subset of relevant
characteristics for model construction, with the goal of
improving model accuracy. In data mining, feature selection is
an effective data preparation strategy for reducing data
dimensionality. It is critical in medical diagnosis to identify the
most significant disease-related risk factors [24]. Relevant
feature identification aids in the removal of redundant and
unneeded attributes from the illness dataset, resulting in faster
and more accurate findings [26].

C. Classification

The dataset with its attributes is segregated into training
and testing data after data normalization to develop a
classification model. Classification and prediction is a data
mining process in which training data is used to construct a
model, which is then applied to testing data to obtain prediction
results. On illness datasets, various classification methods such
as K-Nearest Neighbors (K-NN), Support Vector Machine
(SVM), Random Forest, and Nave Bayes have been used to
diagnose disease. The development of a revolutionary
categorization system that can speed up and simplify the
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process of disease diagnosis is critical. Accuracy,
sensitivity/recall, and specificity are used to measure a model's
performance on test data. True positives (risk class) and true
negatives (normal class) are measured by sensitivity and
specificity, respectively. As a result, sensitivity and specificity
values are used to assess the classifiers' prediction ability.

VI. CONCLUSION

According to the knowledge of reviewed literature, heart
disease is one of the leading causes of death worldwide.
Cardiovascular disease refers to a set of disorders that affect
the heart and blood arteries. Heart disease diagnosis is very
difficult since it is based on the grouping of enormous amounts
of clinical and pathological data. The major goal of this work is
to identify various cardiovascular disease (CVD) prediction
models and choose important disease features using a machine
learning algorithm. Risk variables such as hypertension and
family history must be considered as predictors in the proposed
study, and selected features must be used for accurate heart
disease prediction. Various classification techniques are used
to predict the presence and absence of cardiac disease. The
accuracy, sensitivity, and specificity of the prediction models
are used to evaluate their performance.
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