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Abstract—Now-a-days Computer Vision and Machine
Learning algorithms play an important role in automation.
With the help of Computer Vision and deep learning
algorithms, data like images and videos are being used for
classification and prediction.

This paper proposes a real time object detector using
computer vision and deep learning algorithms. YOLO (You
Only Look Once) which is a deep learning algorithm is a state-
of-the-art algorithm used for object detection. A binary
classifier using CNN (Convolutional Neural Network) can be
used to detect whether a class is present or absent indicating
the presence or absence of a particular object.

The two classes will be A) desired object present and B) the
desired object absent. The input to the model will be from a
live camera. The classifier detects the object by creating a
bounding box around the object and then predicting the class.
If class A is predicted the model will calculate the distance
from the object. After calculating the distance, the model will
instruct the machine to pick up the object and place it on the
required position. If class ‘B’ is present the model will just
display the message stating the class is absent.

After the detection of the correct object, this paper
proposes using the Position Based Visual Servoing technique to
pick and place the object to the desired location.

Keywords—component; formatting; style; styling; insert (key
words)

l. INTRODUCTION

Today’s world is progressing rapidly in order to automate
nearly all systems and devices as much as possible. One of
the most important fields which would be benefited by
automation is Defence. Defence sector can make use of
Machine Learning to reduce manpower, increase efficiency
and reduce the time required to perform various tedious and
time-consuming tasks.

The machines that are used by the armed forces all
require an operator to handle and operate the machines. This
can be completely avoided with the use of automation. The
repetitive tasks of picking up and placing the object can be
sped up after the object is detected. Hence, reducing
manforce and increasing work rate while using the strength
of officers elsewhere.

This work is licensed under a
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Classification is the process of being able to differentiate
an input image on the basis of different features that were
extracted and then compared to the training image features.
Binary Classifications mean that our classifier is built to
classify the images into two specified classes.

Deep learning, which is a subset of Machine Learning,
aims to mimic the human brain. Using a neural network, we
aim to classify objects in the image using a neural network.
Neural networks work similarly to how neurons function in
the human brain. A neural network is connected using nodes
just like how neurons are connected in the brain, collect
features then process the information, and recognize patterns
in the data. The whole process helps to train our model by
understanding and learning the patterns from the images
which helps the machine to classify the input.

In this paper, we are proposing to build an object
detection model which will state whether the object is
present and if it is it will give a positive output. This positive
output signifies that the object is present and hence be the
input to the servo control model. The object detection model
is a supervised learning model. Labelled data on the Positive
class and Negative class will be provided.

The dataset will be created using our own images and
some from various resources. The data will be labelled using
a process called Image Annotation. It is a process of labelling
the particular object in the image. Our model contains 2
classes, hence labels have to be provided for the objects in
our dataset. The training data set will have the objects that
belong to the two classes i.e Object Present and Object
Absent. Each object will be labelled in the training data that
is expected to be detected.

Based on the data given the model will be trained, and
the model will learn its features and learn how to classify.

The output layer of the classification network will
contain only two nodes. Depending on the node activated the
class will be predicted.We propose implementing the YOLO
(You Only Look Once) model for object detection. Object
detection has two parts viz classification and localization. As
discussed above, during classification the class of the object
is predicted. Localization is the process of finding out the
position of the object in the input.
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First the object is localised i.e in which part of the frame
is the image present, a rectangular bounding box is drawn
around the object. Then the object classification is done by
extracting features from the object.

YOLO is a state-of-the-art model that uses a backbone
like DarkNet19, DarkNet53, as a classifier and YOLO for
object detection. When the positive class is detected, the
model will calculate the distance and trigger the pick-up of
the object and place it in the desired location.

There are numerous pick up and place systems that use
robot arm tools, actuators to make the movement, end
effectors to grab the object, sensors and controllers to carry
out the pick up and place operation. The pick up and place
robot's basic components include a controller, manipulator,
grippers and power source.[25]

The method this paper proposes required cameras instead
of sensors to take the input. The camera will provide a visual
stream that works like an eye of our system. The visual
servoing method is used to detect, classify and hence
calculate the trajectory of the arm for the pick and place.

We propose to use PBVS(Position Based Visual
Servoing) for the latter part of the work viz the pick up and
place system. PBVS is a part of visual servoing. Visual
servoing consists of Image based and Position based visual
servoing[23]. It comprises of image processing, robotics and
control theory to generate the pick up and place
movement.[23]

The position-based visual servo (PBVS) is used to
control the error between the desired and actual poses and
the end-effector's motion directly in a 3D space. [24]Hence
using inverse kinematics to pick up the object from the
desired location.

Il. LITERATURE SURVEY

The field of object detection has advanced significantly.
There are no boundaries to what computer vision and
machine learning can accomplish paired with the new
cameras and quicker machines.

Joseph Redmon, et al. introduced a unigue methodology
for seeing in their 2016 paper you simply Look Once:
Unified, period Object Detection by Joseph Redmon et al.
from the USA. Classifiers were employed in the past to try to
object detection. As another, we tend to create mental object
detection as a regression issue to spatially distinct bounding
boxes and associated category chances. Bounding boxes and
sophistication chances are directly foreseen by one neural
network from complete pictures during a single assessment.
Since the whole detection pipeline consists of one network,
detection performance will be tuned from getting down to the
finish.[1]

In 2017, Chao LI, et al. from Shanghai Jiao Tong
University suggested an object select and place manipulation
system based on visual servoing, where the entire system
makes use of eye-in-hand visual servoing. The proposed
paper adds the following three findings to the body of
knowledge: 1) This work suggests a workable system for
object pick and place manipulation. 2) For contour extraction
and object recognition, an effectively constructed edge
detector is employed. 3) Use the force sensor's feedback to
determine whether the pick operation was successful.[2]
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Wei Chen et al. conducted research and analysis on the
subject of Picking Robot Visual Servo Control Based on
Modified Fuzzy Neural Network Sliding Mode Algorithms
in 2019. To do this, an apple-picking robot's manipulator
joint angles and target positions are analysed kinematically
and dynamically, and the sliding-mode control (SMC)
approach is introduced into robot servo control in accordance
with the properties of servo control. The variable structure of
the sliding mode causes chattering, which may be effectively
addressed by the fuzzy neural network control technique,
which also improves the dynamic and static performances of
the control system.[3]

In their 2019 study "A Comparative Study of State-of-
the-Art Deep Learning Systems for Vehicle Detection,"”
Chinese researchers Hai Wang et al. analysed the outcomes
of various vehicle detection algorithms. On KITTI data, they
compared the performance of R-CNN, R-FCN, SSD,
RetinaNet, and YOLOv3. The recall rate and precision rate
on the KITTI test set, the average precision on the KITTI test
set, the fps, and other metrics were all utilised to compare the
overall performance of the algorithms.[4]

In February 2022, Zicong Jiang et al changed the
networking of YOLOv4 and also decreased the parameters
for embedded devices' ease of use. First, the complexity of
the computation is reduced by using two ResBlock-D
modules in the ResNet-D network rather than two CSPBlock
modules in Yolov4-tiny. In order to extract additional feature
information about objects and decrease detection mistakes, it
creates an auxiliary residual network block. Two consecutive
3x3 convolutions are utilised to create 5x5 receptive fields in
the architecture of an auxiliary network in order to extract
global features. Channel attention and spatial attention are
also used to extract more useful information. Finally, it
combines the backbone network and auxiliary network to
create the wupgraded YOLOv4-tiny's entire network
structure.[5]

Faster R-CNN is significantly better than fast R-CNN,
while both are still better than RCNN. Additionally, YOLO
v3 is superior to single shot detector, whereas Faster R-CNN
is superior to single shot detector. Prior to the creation of
YOLO v3, SSD was the greatest. However, the most recent
and effective method is YOLO v3, which is faster and better
than SSD. YOLOv3 is incredibly quick and precise. As a
result, we can recognise many objects more quickly using the
YOLO v3 model and add custom images and labels to the
datasets. This Yolo version 3 model is advantageous because
it can detect items immediately and only detects them
once.[18]

Each layer in the YOLO structure had features predicted
using FPN(Feature Pyramid Network) in YOLO version 4.
As a result of YOLO's detection of high resolution features,
the issue of not catching small objects was resolved. Version
4 was created with the added goal of being able to recognise
things accurately with just one GPU. Yolov4's learning
produced the best result in our experiment because we also
measured performance utilising one GPU.[19]

In this study, multiple street-level object detection
techniques were examined. A modified version of the
Udacity Self Driving Car Dataset was used to train and test
five algorithms, including SSD MobileNetv2 FPN-lite
320x320, YOLOvV3, YOLOv4, YOLOvVSI, and YOLOvSs.
The dataset was also enhanced by rescaling, hue shifting, and
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adding noise to the image. In comparison to the other
algorithms, the results showed that YOLOV5I is the most
accurate method. Further research reveals that YOLOV5s is
the best algorithm for real-time applications, such as self-
driving cars, because it delivers reasonably accurate findings
in a fair amount of time.[20]

The delta robot is used to pick up and place moving parts
on the conveyor using vision-servo control. The vision servo
programme was made in C++ to handle image processing
and picture identification. Research is being done on edge
detection methods like Canny and Sobel for application in
image processing algorithms. The experimental results show
that Canny edge detection outperforms the Sobel technique
in this case. Finally, employing vision-servo technology, a
single system that integrates image processing, image
registration, and motion controller actions can automatically
pick up and position objects on a conveyor. [26]

Reliable visual input (pallet pose) must be delivered at
relatively wide distances because of the limited degrees of
freedom, differential constraint mobility, and massive
machine size. According to the research, a control
architecture should have three main sub-systems: feedback
motion control, path planning from the current pose to the
pallet frame's origin, and pose estimation for estimating the
posture of the body and fork. The pallet acts as the local
ground fixed frame in this design, where decisions about
plans and poses are determined. There is a logical structure
for combining the wheel odometry/inertial sensor data with
vision once the pallet has been recognised for the first time,
therefore planning is only essential at that point. [27]

. METHODOLOGY

The current mechanism of the system is shown below in
Fig.1. The said mechanism is completely managed and
operated by trained operators.

Various operations like giving the instruction to the
machine to pick up, then to load, instructing the machine to
come back to the position where the object is supposed to be
placed and finally unloading the object requires the
operators. This process is proposed to be automated using
our methodology.

The system proposes to use the YOLO model, the
architecture of the YOLO algorithm is studied and has to be
modified to solve our problem statement. YOLO is a
generalised object detector which is trained over millions of
images in 20 classes in the PASCAL dataset and over 80
classes in COCO dataset. We propose this methodology for
real time application through direct cameras. The model will
be intensively trained on a custom dataset to achieve the
results.

The work will be completed in two stages i.e the study
and dataset gathering set and the implementation of the
customised YOLO model.Since this work aims to build a
model for binary object detection to check if the object we
require is present or not and based on the output of the
detection model our servo controller will pick up and place
the object.
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Operator 1 manually Machine arm
instructs the machine reaches the
arm to the object object
location

Operator 2 loads
the object in
machine arm

Operator 2 unloads the Operator 1 instructs

object from the <: the machine to the
machine arm desired location

Fig. 1. Current Operation Mechanism

Our work proposes binary classification, hence it aims to
have only two nodes in the output layer out of which one will
get activated to predict the class based on probability.

According to the design of the model, the codes will be
written and implemented. The necessary libraries will be
installed. Then the code will be written in Python language.
The dataset will be divided into training and testing.

Setup Move to
Environment Home Position

|dentify Object and Determine where
to place them

Detection of Classification
the Object of the Object

\ 4

Execution Of Pick-and-Place Workflow

Locate Pick up Place the
Object . the Object Object

Fig. 2. Working of the proposed system
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The work will be implemented in six steps:

Data collection.

Data annotation.

Implementation of YOLO on a customised dataset.
Metrics and visualization

Optimization and Retraining

o s w N e

Pick up and Place system

A. Data collection

For personalised object detection, it is important to
collect data that is more suitable to the user's needs. Data will
be collected from various sources such as the internet,
databases and even taking pictures/ videos of our object.

Dataset will be divided into two sets i.e training and
testing and validation. Each one is individually important for
choosing the best model for our system. The dataset will
comprise of both images and videos for training.

B. Data Annotation

Data Annotation stage consists of labelling objects in the
dataset as Object present or object absent. YOLO has a
special format for labelling. Along with the label specifying
the class of the object, for the YOLO model we also have to
provide the coordinates of the object, object class as well as
height and width of the anchor box.

C. Implementation of YOLO on custom dataset

All the versions of YOLO are already pre trained
on Pascal VOC and COCO datasets which have their
own classes which may or may not be of the object that
we want our model to detect. Hence, we have to
provide our dataset with their labels and retrain the
model to make it ready for our use.

YOLO will be implemented in the python
language. Using YOLO we train the dataset for
classification and detection. The ground truth for
calculating the 10U is provided as a text file with the
dataset to our YOLO model.

D. Metrics, Visualization and Evaluation

Once we make the necessary changes and retrain our
model, we have to validate and test our model. We will then
calculate the metrics and also visualise the results.

The necessary metrics that we need are precision, recall,
time taken by the model, mAP (Mean average precision), F1
score graph. The testing dataset will be used for testing after
the first implementation. Once we have trained and tested we
use metrics to decide if our model needs changes.

The metrics will help us understand and record our
results, and also understand how to optimize the model. The
recorded results and visualization techniques will help decide
the parameter necessary for better results.

E. Optimize and Retrain

This is an iterative step. After evaluation of the model, it
becomes necessary to optimize the model. Based on what we
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learnt from the results we will make changes in our current
model and retrain it.

This step will be repeated till we observe significant
results and are satisfied. Object detection can be extremely
crucial in many application systems. Hence, in order to make
the system reliable we have to check conditions like
overfitting and underfitting that may hamper the results.
These conditions can be resolved with changes in the dataset.

F. Pick up and Place System

We propose to make use of a visual servoing system to
pick up and place the object. PBVS (Positional Based Visual
Servoing) is a model based technique that makes use of a
single camera. The camera attached to the system will be
used to detect the object, classify and if the object is the
desired object then the pose of the object is calculated with
respect to the camera.

Since we are aware of the locations of the joints, we can
utilise the geometric relationship to determine the position of
the end-effector, which is known as forward kinematics. The
input command solution can be derived using backward
kinematics if the position of the end-effector is known; this
method is known as the backward solution.

This estimated distance is then sent forward to the robot
controller which then controls the robot in our case the
system. This part of the system extracts features as well to
estimate the pose of the object in 3D space.

IV. ALGORITHMS

A. Convolutional Neural Network

Convolutional neural networks (CNN/ConvNet) are a
class of deep neural networks used most frequently to
interpret visual data in deep learning. For our model CNN
will act as a backbone. Backbone of any object detection
model is used for classification.

1) Input Layer:
The input layer accepts the image for classification in the
form of a matrix. Our input will be in a form of live stream,
hence a frame of the stream will be taken as input.

2) Hidden Layers:
The hidden layers in the CNN are feedforward networks
which take the input. The hidden layers further consist of 4
layers:

a) The convolutional layer:

The convolutional layer is the first layer and the most
important layer as its function is to extract the varied features
from the input images. A matrix filter of a specific size n*n
is used to perform mathematical operation of convolution
between the input image and the filter. By sliding the filter
over the input image, we take the scalar product between the
filter and therefore the parts of the input image with
reference to the dimensions of the filter (MxM).

The output is called the Feature map which provides us
information about the features of the image like the corners
and edges. After it passes through the convolutional layer, it
is passed on to the pooling layer.

b) The Pooling Layer
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This layer is specifically used to reduce the dimension of
the image by removing the portions of the image which are
not needed while preserving the important characteristics. It
is mostly placed between two consecutive convolutional
layers. By performing the pooling operation we reduce the
parameter and hence the calculation.

c) ReLU (Rectified Linear Unit)

ReLU alludes to the real non-linear function defined by
ReLU(x)=max(0,x). The ReLU correction layer substitutes
all negative values received as inputs as zeros. It behaves like
an activation function.

d) The Fully Connected Layer:

Fully connected layers form the last few layers of CNN.
It consists of weights and biases and connects the neurons
using an activation function to predict the final output. First,
the input image received is flattened before feeding it to the
Fully Connected Layer where it produces a new output
vector. The classification happens at this stage, the output
vector is of size K where each K has a probability value of
each class that the object can belong to.

3) Output Layer:
The output is given using the highest probability of the
class that the object can belong to.

B. YOLO (You Only Look Once)

Yolo is an object detection algorithm that is a one-stage
detector and hence in one step itself detects and hence
localises the objects in the frame. To classify an object first
you need to localise the object by constructing a correct
bounding box around it. YOLO treats the object detection
problem as a regression problem and follows the following
steps:

a) Dividing the image into grids: The first step is to
divide the frame into S*S grids. These grids each
individually predict if an object is present or not.
They give the probability of an object being present

in a grid.

b) Bounding Box Regression: all the grids with a
probability greater than zero are used to further

construct a bounding box.

c) Intersection Over union: In many cases, there can
be multiple bounding boxes that can cover the object
but those boxes often are not the correct ones. 10U
helps us choose a correct bounding box by
calculating the ratio of the area that overlaps with the
area of the union. A threshold is set and bounding

boxes with 10U greater than equal to are considered.

d) Non-maximal suppression: While displaying the
output only one box should be displayed, hence non-
maximal suppression rules out all other boxes except

the box with the highest 10U.

Different versions of YOLO like YOLOv2,
YOLOV3 use backbones, which is the classification
model like Darknet-19[1], Darknet-53[13],FPN i.e
Feature Pyramid Network has been used as the
neck in YOLOv3[15].

i) YOLO consists of a backbone, a neck and a head.
The backbone is a pretrained model that is used to

e)
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extract features of the input. It forms a feature map
using the backbone network.
ii) The neck of a system is used to connect the
backbone and the head and hence used as a medium
to aggregate the feature maps that were obtained
from the backbone.
iii) The head of the model is used to process the feature
maps and hence predict the bounding box, object
score, etc.

1) YOLOv4

YOLOvV4 is the fourth member of the YOLO family
model that uses CSPDarkent-53[12] as the backbone. It
takes a single-scale object as input and provides a
proportionally sized output. Spatial Pyramid Pooling(SPP)
and Path Aggregation Network(PANet) are used as the
neck[15] in YOLOvA4.

PaNet(Path Aggregation Network) [16] helps to boost the
path through which the information regarding the features
travel in the neural network, it enhances the feature hierarchy
and shortens the information path between the lower layers
and topmost layers using bottom-up path augmentation.

For the head YOLOv4 makes use of YOLOV3 i.e. single
shot object detectors. YOLOV4 is different to other YOLO
models because of Bag of Freebies[21] [12] and Bag of
Specials[12] . These two techniques enable the algorithm to
improve training strategy and training cost so as to receive
better accuracy. Some of the methods that are used in these
two techniques are data augmentation, semantic distribution
bias in datasets.

New data augmentation techniques, such as Mosaic and
Self-Adversarial Training, were introduced in YOLOv4
(SAT). mosaic combines four practice pictures. Self-
Adversarial Training has two steps, one forward and one
backward. The network just modifies the image in the first
step, not the weights. The network is trained to recognise an
object on the changed image in the second stage.

Bag of freebies helps to change the training strategy
thereby might increase the training cost whereas in bag of
specials it might increase training cost but also results in
significant increase in accuracy of model.

In order to increase accuracy and improvement of mode
BoF and BoS in the CNN makes changes in the activation
layer, bounding box regression loss, data augmentation,
regularisation method, Normalisation of the network
activations by their mean and variance and skip
connection.[12]

2) YOLOv5

Yolov5 almost resembles Yolov4 with some of the
following differences:Yolov4 is released in the Darknet
framework, which is written in C. Yolov5 is based on the
PyTorch framework. Yolov4 uses .cfg for configuration
whereas Yolov5 uses .yaml file for configuration.

The CSP—Cross Stage Partial Networks [22] are used
as a backbone to extract rich in informative features from an
input image. CSPNet has shown significant improvement in
processing time with deeper networks.

PANet[15] is utilised in YOLO v5 as a neck to obtain
feature pyramids. Pyramids' features may be found out more
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about. The head of the YOLO v5 model is identical to the
heads of the YOLO V3 and V4 models.

Any deep neural network's selection of activation
functions is extremely important. Many activation functions,
such Leaky ReLU, mish, and swish, have recently been
introduced. The Leaky ReLU and Sigmoid activation
function was chosen in YOLO v5.

In YOLO v5, the final detection layer uses the sigmoid
activation function while the middle/hidden layers use the
Leaky RelU activation function. Binary Cross-Entropy with
Loaqits Loss function from PyTorch is used to calculate the
loss calculation of class probability and object score.

C. Servo Controllers

With the help of YOLO, we will be able to successfully
detect and classify the object. Once it is also classified, it can
be further used to track/locate the object in the environment
and pick it up and place it in the desired location.

We propose position based visual servo control, which is
one of the two classes of vision based robot control. Here,
the target’s relative pose and orientation with respect to the
camera will be taken into consideration to calculate the
pose[17]. This will directly give us the trajectories that will
be used for the end effector frame. The pose of the object
with respect to the camera is determined by three position
parameters and three orientation parameters. In this, first we
map object feature points onto the image plane. As a result of
which, we get classical photogrammetric equations which are
a function of pose parameters. Next, we apply the kalman
filter which provides an implicit recursive solution of pose
parameters over time. These kalman filters also facilitate the
use of redundant feature points and provide temporal
filtering of the solutions. A pose vector is in terms of roll,
pitch and yaw angles.

Furthermore, it involves taking into account how the
mistake was made(error calculation) . After establishing a
connection to the joint actuation variables, the vector is
placed in the robot's end-point frame. This creates the control
system architecture, which may then be utilised as the
foundation for a variety of control design methodologies,
such as traditional PID designs.

With this, we can locate the position of the object and
calculate the trajectory for our arm to move there and pick up
the object, place it in the desired position and come back to
the home position.

V. CONCLUSION

The CNN family, YOLO versions and SSD are the
modern object identification algorithms briefly covered in
this work. YOLO versions have more sophisticated uses in
real life compared to CNNs and SSD. It is easy to build and
can be trained on complete images. All YOLO versions are
trained on a loss function that directly relates to detection
performance, in contrast to classifier-based techniques, and
the entire model is trained concurrently. In various detection
datasets, YOLO offers state-of-the-art object detection
performance in terms of real-time speed and excellent
accuracy. Furthermore, YOLO is the best model for
applications that require quick, accurate object recognition
because it generalises objects better than other models.
YOLO has the ability to work on extensive datasets which is
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of great importance for the detection of objects. With YOLO
bettering its performance and overcoming the limitations of
the previous versions, it is safe to say that the versions of
YOLO are the best suited for real-time object detection.
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