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Abstract- The essential details of ICT devices are 

frequently distilled into large tabular data sets that are 

distributed throughout supply chains as a result of the 

features of Information and Communications 

Technology (ICT) goods. With the explosion of 

electronic assets, it is crucial to automatically analyse 

tabular structures. We develop a Table Structure 

Recognition (TSR) work and a Table Cell Type 

Classification (CTC) task to convert the tabular data in 

electronic documents into a machine-interpretable 

format and give layout and semantic information for 

information extraction and interpretation. For the TSR 

job, complicated table structures are represented using a 

graph. Table cells are divided into three groups—

Header, Attribute, and Data—based on how they work 

for the CTC job. Then, utilising the text modal and 

picture modal characteristics, we provide a multi-task 

model to accomplish the two tasks concurrently. Our test 

findings demonstrate that, using the ICDAR2013 and 

UNLV datasets, our suggested strategy can beat cutting-

edge approaches. 

Keywords- Big Data Analytics, Supply Chain Optimization, 

Image Processing, Table Structure Recognition, Table Cell Type 

Classification   

I. INTRODUCTION 

It is crucial to extract and understand tables from 
electronic documents because electronic devices frequently 
contain different parameters, units, or other crucial 
information presented as tables in Information and 
Communications Technology (ICT) supply chains. Despite 
being user-friendly for human users, tables in electronic 
documents are frequently unstructured and difficult for 
machines to understand. The reading, extraction, and 
interpretation of tables from millions of electronic documents 
by humans is likewise impractical. As a result, in order to 
handle the enormous volume of electronic documents in the 
ICT supply chain and make unstructured tabular data 
machine-interpretable, we define the Table Structure 
Recognition (TSR) problem, which can recover a complex 
table structure with a graph, and the Table Cell Type 
Classification (CTC) problem based on the functional roles 

of the cell. In order to express the locational linkages 
between table cells, which may be represented by the edges 
in a graph, each cell in a table is represented with a vertex in 
a graph. Three types of cell connections, namely vertical 
connection, horizontal connection, and no connection, are 
specified. In the meanwhile, we establish three sorts of cells, 
namely Header, Attribute, and Data, which are comparable 
to several recent research [1], [2], and [3] tackling tabular 
cell classification difficulties using various taxonomies of 
cell types. A sample table from the CTC issue with defined 
types is shown in Figure 1, along with a graph of the table's 
numbered component. Typically, a table's headers and 
attributes may convey the meaning of the table's columns 
and rows, respectively, while data cells are used to display 
the precise information of each header and attribute. In other 
words, a table's facts and information may be found and 
retrieved quickly and readily based on the three types of cells 
that have been described and the machine-readable table 
structure. It is important to note that the majority of the 
current research [1, 2, 3] on CTC problems focuses on 
spreadsheet tables, which makes problem description 
considerably simpler because spreadsheets can store more 
meta-information and their default units are cells. Some 
research [4], [5] have attempted to extract entities and 
information from photos, which is similar to how we 
characterised the CTC issue. However, because they have 
not given attention to the tables in document images, their 
problem definitions cannot be solved simultaneously with 
the TSR problem. 

This study's three primary contributions are as follows: 1) 
this paper creates a benchmark for the CTC problem and 
extends it to the tables in picture documents and Portable 
Document Format (PDF) documents. 2) We provide a multi-
task strategy that concurrently resolves the specified TSR 
and CTC issues, producing cutting-edge outcomes. 
According to experimental findings, using the ICDAR2013 
and UNLV datasets for the CTC task, our suggested 
technique may raise the F1 score from 70.76% to 88.17% 
and from 71.90 to 83.74, respectively. The suggested 
strategy may raise the F1 score for the TSR task from 
87.24% to 89.51% on the UNLV dataset and from 92.30% to 
93.04% on the ICDAR2013 dataset. 3) We examine the 
many facets of the suggested approach and use tests to 
demonstrate its efficacy. 
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(a) 

 
(b) 

Fig. 1. Figure (a) shows three types of table cells, namely header, attribute, and data of an ICT device. Figure (b) is part of the table cells’ graph 

representation, in which each vertex represents a cell, red lines stand for horizontal connection, and black lines stand for vertical connection. 

The structure of this essay is as follows: The relevant 
studies are included in Section II. The entire process of 
converting tabular data into a machine-interpretable format is 
shown in Section III, along with the suggested multi-task 
approach. The experimental findings are presented and 
discussed in Section IV. In section V, we present our 
conclusion and potential course of action. 

II. RELATED WORK 

It is essential but frequently difficult to convert 
unstructured tabular data into structured and machine-
interpretable format because it requires several separate steps 
to complete this task in order to extract and interpret crucial 
information from the growing number of electronic 
documents in the global ICT supply chain. We exclusively 
concentrate on deep learning-based methods since the most 
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popular research in recent years first converted PDF files into 
document pictures before using deep learning-based 
techniques. 

A. Tabular Structure Recognition 

Due to the complicated table structures, including 
merging cells and non-explicit boundary lines, TSR's goal is 
to detect table cells in identical rows and columns. It is 
common practise to use a graph to describe a complicated 
table structure. In this design, the table cells are represented 
by graph nodes, and the linkages between the cells are 
defined as three types: vertical connections, horizontal 
connections, and no connections. This issue formulation is 
followed by several research [6], [7], which provide bottom-
up strategies. Contrarily, other research utilising top-down 
methods, such as DeepDeSRT [8], CascadeTabNet [9], and 
TableDet [10], would describe structural identification as an 
object detection or segmentation problem, frequently in 
conjunction with a table detection challenge. To enhance 
performance, these techniques frequently use and expand 
Cascade R-CNN [11], Mask-RNN [12], transfer learning, 
and data augmentation techniques. 

B. Table Cell Type Classification 

For the spreadsheet CTC problem, several research use 
text embeddings and aesthetic elements. In their study [1], 
Elvis et al. employ Weka [13] to choose features and test 
several tree-based classifiers. Pre-trained cell embedding and 
stylistic features are suggested by Majid et al. in their study 

[2]. In order to create cell contexts, they develop a neighbor-
based method, suggest an embedding model based on the 
InferSent model [14], and create a classifier using LSTM. 
Additionally, language models have been applied to the 
categorization of tabular cells. A vast corpus and numerous 
computing resources are needed for the training of a large 
language model. The pre-trained language model is initially 
utilised to create the feature embeddings and hone a cell type 
classification model before being applied to the CTC job. A 
huge language model for a broadly organised table called 
TUTA [3] was developed using a large corpus of 
spreadsheets. In addition, other language models, such BERT 
[15], can also be used to the CTC issue. These research all 
concentrate on spreadsheets because they provide intrinsic 
structural data that may be used to train and improve context-
based language models. Tabular data in PDF documents, on 
the other hand, do not have this kind of internal structural 
information, which makes the work more difficult. 

III. PROPOSED METHOD 

As shown in Fig. 2, manufacturers produce "large tabular 
data," which contains important information in tables but is 
difficult to communicate with other supply chain 
participants. By converting unstructured tabular data into a 
structured and machine-interpretable format, our suggested 
approach paves the way for effective information exchange 
throughout the whole  

supply chain. 

 
Fig. 2. A simplified ICT supply chain sample. 

A. Problem Definition 

The goal of TSR is to recover complicated table 
structures into a format that is organised and machine-
interpretable. We also employ a graph to describe a 
complicated table structure, as illustrated in Figure 1. Graph 
vertexes are used to represent table cells and graph edges are 
used to signify the relationships between two cells in a table, 

following the problem specification in some current bottom-
up techniques [7]. Assuming that the bounding box for each 
table cell is known, it may be written as 
   

    
    

    
   where    is the cell number. Then, a 

collection of cells may be used to represent the     table 
     in a table set            comprising K tables    
   

         , where   
  denotes the     cell in the table    and 
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    is the total number of cells in the table. Given a training 
set of K tables, the table      cell association set    

       
                    , and       

      
    

     

                 the associated label set   
           

    

                               of the association set, where 0, 

1, and 2 denote horizontal, vertical, and no connectivity, 
respectively, between the two cells in the association. In 
order to recognise table structures, it is necessary to train a 
predictive model with training data that can calculate the 
probability of a cell association between two cells, or 

         
         

        
          

         . 

TABLE I.  AN OVERVIEW OF THE NOTATIONS USED IN THIS PAPER. 

T Set of a table 

    This table's     table's cell set 

   
Cell associations in the kth table 

  
   

 
The kth table's label set for the TSR 

  
   

 
The kth table's label set for the CTC 

   
    

    
    

   The coordinates of a table's     cell 

        cell in a table 

   
The kth table in a table set T containing K 

tables 

      
 

 The relationship between the     and     

cells in the kth table. 

  
The loss functions 

        
The variables that each function can be 

trained on 

  
A fully connected layer 

F A completely linked layer's output 

    
The function that can represent the fusion 

layer 

  
The classifier 

  
The embedding network 

  
The input of a function 

Y The output of the proposed method 

       
 

A real value set with ch channel, h height, w 

width 

 

A complex table structure's functional functions are to be 
determined by the CTC issue. For the table cell classification 
algorithm, each table    contains a set of cells     
   

          and their corresponding types   
      

      , 

given a training set made up of K tables. We specify three 
cell types: header, attribute, and data, which means that 

  
         respectively. Therefore, the goal of table cell 

classification is to develop a prediction model using training 
data that can estimate the likelihood that a cell belongs to one 

of a set of specified cell types, namely     
     

    
      

  
        .Notably, the suggested method is a bottom-up 
strategy and necessitates the knowledge of each cell's 
enclosing boxes. MMOCR [16] is used in our solution to 
identify table cells and extract text from table pictures. Table 
I provides a summary of the notations used in this article. 

B. Multi-task Table Structure Recognition and Table Cell 

Type Classification 

Table detection, table structure identification, and 
classification are the three phases required to convert 

unstructured tabular data into a structured and machine-
interpretable format. Fortunately, some research on table 
detection has produced encouraging results, as mentioned in 
section II. In reality, we first use TableDet [10] to extract all 
the tables from the document images in order to produce the 
table set           . We next convert all of the PDF 
documents into document pictures. We apply the well-known 
KD-tree based K-nearest technique, which is also employed 
in previous works [7], [17], to construct the cell association 
set required by the table structure identification task. More 
specifically, we may use the bounding boxes of two cells to 
compute the distance between them using a predefined 
distance metric, often Euclidean Distance. So, for the     cell 
in the kth table   , we can simply perform this method by 
locating its closest top M neighbour cells to generate 
association pairings. Notably, in our implementation, M is a 
hyperparameter with a value of 20. 

Despite the fact that PDF documents and document 
pictures can only offer a very limited amount of meta-
information, they may nonetheless naturally contain both text 
and visual information, which allows features to be retrieved 
from both text and image modalities. The suggested model 
has two branches, one for the TSR task and the other for the 
CTC task, as illustrated in Figure 3. This is typical of multi-
task techniques. Only the characteristics from the picture 
modal, which may be retrieved by an embedding network, 
are used by the TSR branch. The CTC branch, in contrast, 
draws its characteristics from the coordinates of the cells as 
well as the picture and text modals. More specifically, we 
use the cropped cell images and context images as the input 
in the table structure recognition branch in the TSR branch, 
as shown in the input sample portion of Figure 3. This is 
done in accordance with the design of study [17], where we 
crop both the cell images in each cell association pair and 
their context images. After that, to extract visual feature 
maps, the resulting pictures are put into an embedding 
network, represented by the function   . Then, a fully 

connected layer that may be represented by a function    

    is 

fed the extracted feature maps. The classifier    
    is then 

further fed the outputs of    

    using a softmax function to 

determine the likelihood of each class. Equation 1, where 
           are the number of channels, image height, and 
image width, respectively, and all        are trainable 
parameters, may be used to express the entire process. 

        
               

   

                      
            

            
                                                          (1) 

The cropped cell pictures and their related words are 
utilised as the inputs of the CTC branch in conjunction with 
the coordinates of the cells. The text features may be 
determined using Equation 2 where    is the output feature 
and       is the number of tokens in the input phrase. 
Assuming that the InferSent [14] module can be represented 
by function   , the fully connected layer for the text modal 

can be symbolised by function    

   . 

         

                                    

                                                                (2) 

Asian Journal of Convergence in Technology 
ISSN NO: 2350-1146 I.F-5.11

Volume IX and Issue II 

4



 
Fig. 3. Overall architecture of the proposed multi-task model. Notably, header, attribute and data are three types of cell in the CTC task, and horizontal 

connection, vertical connection and no connection are three possible outputs in the TSR task. 

The Equations 3 and 4 may also be used to derive the 
coordinate features and image features in the CTC branch. 
Finally, using Equation 5, all features are combined using the 
fusion function     and sent into the classifier    

   . It is 

important to note that    shares characteristics in both 

branches and that                 depend on the number of 
neurons in each completely connected layer. 

        

                    

                        (3) 

          

                                

                   (4) 

        
                                  

                      (5) 

The loss function     may be described as 

Equation 6, which incorporates a TSR loss 

represented by      , a CTC loss denoted by      , 

and a hyper parameter to balance       and       

since the suggested technique uses multi-task 

architecture, which means that all the parameters 

should be trained jointly. In our implementation, 

we employ cross entropy loss, which is defined as 

Equation 7, where    is the     prediction and     

represents the matching ground truth. 

                            (6) 

                     
 
         (7) 

IV. EXPERIMENTS AND ANALYSIS 

Table identification and TSR issues are frequently 
addressed using the 156 and 540 table ICDAR2013 and 
UNLV datasets, respectively. As described in section III-A, 
we additionally annotate these two datasets with "Header," 
"Attribute," or "Data," and we exclude all of the empty cells 
from the CTC task labelling since empty cells are simple to 
recognise without the use of any machine learning models. 
The ICDAR2013 dataset is divided into a validation set with 
33 tables and a testing set with 123 tables at random for the 
trials. Additionally, the UNLV dataset is randomly divided 
into three sets, each comprising 323, 107, and 110 tables: 
training, validation, and testing. In keeping with the 
experimental design of the work [17], we delete 18 tables 
from the UNLV dataset due to the uncertainty of their labels 
and utilise the training set of the UNLV dataset for testing 
the performance on the ICDAR2013 dataset. For the 
ICDAR2013 and UNLV datasets, we utilise MMOCR [16] 
to extract text contents from the table cells. 

A. Implementation Details and Experimental Results 

The suggested approach includes an embedding network 
E that is utilised in both the TSR task and the CTC job, as 
was covered in section III-B. We employ a straightforward 
ConvNet-4 [18] in our implementation, which has four 
convolutional layers. The input pictures of the embedding 
network are first downsized to the dimension          
with zero padding to maintain the original height-width ratio, 
in accordance with the procedure stated in the paper [17]. 
The embedding network    is then fed the shrunk pictures, 
and a fully connected layer F is added after that to retrieve 
the features. In our implementation,           are both equal 

to 128 since we set the number of neurons in    

    and    

   to 

128. Similarly, for the ICDAR2013 dataset and the UNLV 
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dataset,    and    are set to 128 and    32, respectively, and 
in the loss, function is set to 0.3. A fully connected layer with 
three neurons and a softmax function are used to convert the 
logits into a distribution for each classifier, as illustrated in 
Figure 3. We implement the fusion function CAT, which 
lacks any trainable parameters, using a straightforward 
concatenation function. Notably, we employ a cost-sensitive 
strategy in the development of the loss functions due to the 
imbalanced datasets utilised in the trials. 

We list the following models as benchmark models for 
the TSR task: TabbyPDF [19], GraphTSR [7], DeepDeSRT 
[8], and CATT-Net [17]. We implement four models by fine-
tuning the Glove [20], FastText [21], and BERT [15] in 
accordance with the well-known pre-trained fine-tune 
paradigm in order to compare the state-of-the-art NLP 
techniques. This is because our proposed multi-task model 
depends on features from both image modal and text modal. 
Without utilising pretrained weights, we build two image 
classification models, ConvNeXt [22] and ResNet50 [23], 
for the image modal. Glove and FastText are two common 
examples of non-context-based models, whereas BERT is a 
well-known context-based language model, indicating that 
the performance of these two models largely depends on 
lengthy reliance in a context. ConvNeXt [22] is the most 
advanced model for the image classification problem, 
whereas ResNet50 is a traditional convolution network that 
is frequently employed in image classification tasks. Without 
taking into account the context information of the tables, we 
solely concentrate on the tables and use TableDet [10] to 
extract all of the tables from the document pictures. As a 
result, fine-tuning BERT performs very poorly for the CTC 
problem and is not included in Table 3. 

The suggested method's overall Precision, Recall, and 
F1-score for the TSR task and CTC task, respectively, are 
displayed in Tables 2 and 3. The study [7] yielded the 
TabbyPDF, GraphTSR, and DeepDeSRT performance 
ratings on the ICDAR2013 dataset. The score is not given in 
linked investigations, as shown by the "-" in Table 2. The 
experimental findings demonstrate that the suggested 
strategy can perform better in the TSR and CTC tasks than 
the benchmark models. 

TABLE II.  EXPERIMENTAL RESULTS FOR THE TSR TASK. 

            ICDAR2013                     UNLV 

Method  Prec Recall F1 Prec Recall F1 

TabbyPDF 78.90 84.50 81.60 - - - 

GraphTSR 81.90 85.50 83.70 - - - 

DeepDeSRT 57.30 56.40 56.80 - - - 

CATT-Net 94.10 90.70 92.30 86.28 88.31 87.24 

Ours 92.85 93.29 93.04 92.66 86.78 89.52 

TABLE III.  EXPERIMENTAL RESULTS FOR THE CTC TASK 

                  ICDAR2013                    UNLV 

Method  Prec Recall F1 Prec Recall F1 

Glove 56.47 60.88 57.74 55.00 62.03 57.33 

FastText 67.85 64.16 65.46 63.72 68.85 65.85 

ConvNeXt 70.15 71.42 70.76 65.88 66.72 66.21 

ResNet50 72.81 69.03 70.16 72.62 71.83 71.90 

Ours 87.94 88.41 88.17 82.19 85.51 83.74 

B. Discussion and Analysis 

1) Ablation Study: In this part, we run more tests to 
show how well each element of our suggested 
strategy works. First, we use the relevant branch 
design of the suggested technique to create two 

single-task models for the TSR task and CTC, 
respectively. We additionally design three models 
that only employ features from each modal because 
the CTC task makes use of features from the 
coordinate information, the text modal, and the 
picture modal. The experimental findings are 
displayed in Tables 4 and 5, where 
                                denote the 
single-task model with coordinate feature, text 
feature, and combined three types of features, 
respectively, while our denotes the suggested multi-
task technique. 

The experimental findings in Table 4 reveal that 
when paired with characteristics from the picture 
modal, features from the text modal and coordinate 
information are ineffective and seldom ever 
beneficial. As opposed to other benchmarks, picture 
modal visual aspects are more effective and can 
result in the best performance. Therefore, in our 
suggested multi-task solution, we solely employ 
visual features in the TSR task. In the meanwhile, 
Table 5's experimental findings demonstrate that the 
CTC issue may benefit from visual features, text 
features, and coordinate information, and that 
combining these two types of features can 
significantly boost performance. Therefore, in the 
CTC branch of the suggested multi-task technique, 
we make use of visual characteristics, text features, 
and coordinate information. 

TABLE IV.  ABLATION STUDY RESULTS FOR THE TSR TASK. 

                ICDAR2013                                              UNLV 

Method  Prec Recall F1 Prec Recall F1 

S (T) 36.36 34.56 34.32 40.03 35.91 35.94 

S (T) 89.42 91.71 90.52 84.39 87.52 85.75 

S (C) 50.81 77.69 45.30 60.38 83.75 61.17 

S 

(T+I+C) 

88.71 93.53 90.98 90.57 84.16 87.11 

Ours 92.85 93.29 93.04 92.66 86.78 89.52 

TABLE V.  ABLATION STUDY RESULTS FOR THE CTC TASK. 

    ICDAR2013                               UNLV                                

Method  Prec Recall F1 Prec Recall F1 

S (T) 68.11 62.46 64.48 72.047 67.85 69.41 

S (T) 70.12 67.52 68.46 63.98 76.49 68.62 

S (C) 86.07 90.84 87.65 76.98 85.55 80.74 

S (T+I+C) 85.44 88.68 86.53 77.75 81.59 78.70 

Ours 87.94 88.41 88.17 82.19 85.51 83.74 
 

2) The impact of hyper parameter lambda: Equation 6 
illustrates the TSR branch and CTC branch in our 
suggested approach, both of which result in a loss. 
The loss of the CTC task and the loss of the TSR job 
are balanced using the hyperparameter. Figure 4 
depicts the outcomes of further tests we ran to 
examine how this hyperparameter affected the 
suggested model. The figure demonstrates how the 
value of   can affect how well the suggested strategy 
performs, but it can also maintain an overall stable 
performance. 

3) The impact of feature fusion: As seen in Figure 3, 
the features for the CTC task are derived from many 
modalities, such as the text modal, the picture modal, 
and the coordinates of the cells. Before being input 
into the classifier, these features are combined by the 
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feature fusion layer. As a result, we run additional 
tests to see how these variables are affected. Any 
integer greater than zero may represent the number 
of neurons in a fully linked layer. We assume 
                  in this section in order to 
simplify the issue and take into account the results 
presented in Table 5.  

 

 

 

Fig. 4. FigureExperimental results with different λ values. 

The experimental results are shown in Tables 6 and 7 
when    is   , 32, 64, and 128 correspondingly. The findings 
demonstrate that adding more neurons can improve 
performance to some extent, particularly for TSR. 

TABLE VI.  EXPERIMENTAL RESULTS FOR THE TSR TASK. 

            ICDAR2013                          UNLV                                             

Method  Prec Recall F1 Prec Recall F1 

l16 81.24 92.57 85.86 81.65 82.25 81.65 

I32 84.75 93.12 88.49 79.77 82.86 80.55 

I64 85.69 92.51 88.75 79.85 85.74 82.53 

I128 80.13 93.60 85.54 87.41 85.66 86.45 

TABLE VII.  EXPERIMENTAL RESULTS FOR THE CTC TASK. 

           ICDAR2013                         UNLV                                              

Method  Prec Recall F1 Prec Recall F1 

l16 79.76 82.48 78.83 82.84 81.94 82.26 

I32 83.54 83.50 82.29 81.02 85.04 82.92 

I64 89.47 81.22 84.72 80.76 87.09 83.57 

I128 90.83 84.33 87.22 79.36 87.18 82.86 

V. CONCLUSION AND FUTURE WORK 

ICT supply chain participants produce "huge tabular 
data," which is challenging to handle but frequently has 
significant information. In order to convert tabular data into a 
machine-interpretable format, this work presented a multi-
task model that concurrently addresses the TSR and CTC 
issues. According to experimental findings, multitask designs 
are superior to single-task designs for both TSR and CTC 
tasks. The F1 score for the CTC task on the ICDAR2013 and 
UNLV datasets, respectively, increased from 70.76% to 
88.17% and from 71.90 to 83.74 using the suggested 
technique, which can also significantly beat the state-of-the-
art benchmark models. Increase the F1 score for the TSR 
task from 87.24% to 89.51% for the UNLV dataset and from 
92.30% to 93.04% for the ICDAR2013 dataset. While the 
two issues can potentially be dealt with sequentially in future 
work, we handle the TSR and CTC together with a single 
multi-task model. 
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