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Abstract— Web pages available in the internet are growing 

tremendously now days. In such a situation searching more 

relevant information in the Internet is a very hard task. Very 

big information is hidden behind query forms, this information 

interface to undetermined databases containing high quality 

structured data. Conventional search engines cannot access 

and index this hidden part of the Web. Retraining this hidden 

information from web is very challenging task. Therefore, we 

introduce a two types of framework, namely SmartCrawler, 

for effectively harvesting deep web interfaces. In the first 

stage that is site discovering, centre pages are searched with 

the help of search engines which in turn avoid visiting a large 

number of pages. To achieve more rigid results for a focused 

crawl, SmartCrawler ranks websites to prioritize highly suited 

ones for a given topic. In the second stage, adaptive link - 

ranking achieves fast in - site searching by excavating most 

suited links. To eliminate bias on visiting some highly related 

links in hidden web directories, we design a link tree data 

structure to achieve immense coverage for a website. The 

SmartCrawler techniques only consider an url. So we use 

SmartSearch technique for queries using page rank algorithm. 

The experimental results on a set of representative domains 

show the dexterity and accuracy of proposed crawler 

framework, which efficiently retrieves deep-web interfaces 

from large - scale sites and access higher harvest rates than 

other crawlers. 

Keywords: Clustering, Classification and Association 

Rules, Data Mining 

I. INTRODUCTION 

 

Basically, Crawler means, It crawls around the ground. In web 

crawling, the crawler crawls around the web - pages, collects 

and categorizes information on the World Wide Web. The 

crawler contains of three parts: First is the spider, also called 

as crawler. The pages are visited by spider, fetch the 

information and then follow the links in other pages within a 

site. The wok returns to crawled site over regular interval of 

time. The information found in the first stage will be addicted 

to the second stage, the index. It is also well - known as 

catalog. The index is like a database, containing each copy of 

web - page that crawler finds. If a web - page changes then the 

copy is updated in the database with new information. 

Software is third part. Level the web pages in ordered of most 

relevant once this program shift millions of web pages 

registered in the index to find matches to search them. 

Web pages registered in the index to find matches to search 

and level them in order of what it believes as most relevant.  

Deep web also called as dark web or invisible web. Deep web 

are the contents on the web which is not indexed in a search 

engine. It is a number of websites that are publicly available 

but hide the IP addresses of a server that run on them. Thus 

user can be visited by them, but it is difficult to find out who 

are behind those sites. Deep web is something you cannot 

locate with a single search.  

To locate deep web interfaces is difficult task, as they are not 

recorded by any search engines. They are usually keep 

constantly changing and rarely distributed. To deal with above 

problem, previous work has proposed two types of crawlers 

which are focused crawlers and generic crawlers. Generic 

crawler fetches all the searchable forms and do not target on a 

specific topic whereas Focused crawlers are the crawler which 

focuses on a specific topic. Adaptive crawler for hidden web 

entries (ACHE) and Form - focused crawler (FFC) aims to 

efficiently and automatically detect other forms in the same 

domain. The FFC main components are link, page, form 

classifiers and frontier manager for focused crawling of web - 

forms. ACHE extends the focused strategy of FFC with 

additional components an adaptive link learner and form 

filtering. The link classifiers play a central role for achieving 

higher crawling efficiency than the best - first crawler. The 

accuracy of focused crawlers is low in terms of retrieving 
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relevant forms. For instance, an experiment conducted for 

database domains, it has been shown that the curacy of Form - 

Focused Crawler is around 16 percent. Thus it is necessary to 

develop smart crawler that are able to quickly discover 

relevant contents from the deep web as much as possible. 

Two frameworks for efficiently harvesting deep web named 

SmartCrawler is designed in this project. Both techniques 

perform an advanced level of data analysis and data extracted 

from the web. These techniques are divided into stages of two: 

in-site exploring and Site locating. In the stage of first, these 

techniques perform with the help of search engines for the site 

- based searching for centre pages, avoiding visiting a large 

number of pages. To achieve more detailed results for a 

targeted crawl, Ranks websites for smartcrawler to set up 

highly relevant once for a given topic. In the stage of second, 

SmartCrawler achieves fast in - site searching to excavate 

most relevant links with an adaptive link - ranking.  

We propose a SmartCrawler technique for url based 

harvesting deep web interfaces. SmartSearch technique for 

queries based harvesting deep web interfaces using page rank 

algorithm. 

 

Existing System 

To find Large amount of information that is digged behind 

deep web interfaces is  a challenge and lot of work are 

proposed to do so. 

The first Web crawler introduced by Matthew grey enforced 

the globe Wide internet Wanderer. The Wanderer was written 

in Perl and ran on one machine. It had been used till 1996 to 

gather statistics concerning the evolution of the online. 

Moreover, the pages crawled by the Wanderer were placed 

into associate index (the ―Wandex‖), therefore giving rise to 

the first computer programmer on the online, Gregorian 

additional crawler-based web Search engines became 

available In year 1993, calendar month 3: Jump Station 

(implemented by Jonathan Fletcher; the planning has not been 

written up), Also the World Wide Web Worm [90], and RBSE 

spider . WebCrawler  joined the field in Apr 1994, and MOM 

spider was delineated an equivalent year. This first generation 

of crawler’s identified a number of the defining problems in 

internet crawler style. For instance, MOM. 

 

Existing Advantages 

It is simple architectural approach. 

Existing Disadvantages 

 It is just focused on homepage URL’s and not 

consider deep URL’s because of their dynamic 

nature. 

 

Proposed System 

This paper proposes a new crawler that provides user friendly, 

efficient, fast, well structured search results. SmartCrawler, for 

efficient harvesting deep web interfaces. We propose a two-

stage framework, It contains two phases. 1) SmartCrawler and 

2) SmartSearch.. In the first stage, SmartCrawler performs 

with help of search engines to site-based searching for center 

pages to avoiding visiting a large number of pages. To achieve 

more accurate results for a focused crawl, SmartCrawler ranks 

websites to highly prioritize relevant ones for a given topic. In 

the second stage, SmartCrawler achieves fast in-site searching 

by uncovering most relevant links with an adaptive link-

ranking. SmartSearch technique used for rank websites in 

users search query results using PageRank algorithm. 

Proposed System Advantages 

 Our proposed work focused URL with Queries 

(Keywords). 

Proposed System Disadvantages 

 It is focused on post-query only. 

 

II. LITERTURE REVIEW 

  There is various works have been done as the research in 

many areas for Deep web serach: 

 

Toward Large Scale Integration: Building a 

MetaQuerier over Databases on the Web 

  

The Deep web search is increasing by searchable 

databases online, in which information is hidden 

behind query. In this paper author proposes 

MetaQuerier system for finding and integrating 

databases on the web. In this paper first proposes 

MetaQuerier for Web-scale integration with its 

dynamic and ad-hoc nature. And second is this paper 

put the system architecture and methodology of their 

research work. 

 

An interactive clustering-based approach to 

integrating source query interfaces on the deep 

Web 

 

 

There is lot of data sources increases but still there 

contents are accessible via query interfaces. 

Important thing of data source integration is we have 

to consider the integration of their query interfaces. 

Most important is we have eye the crucial step of the 

integration: accurately matching the interfaces. Now 

days query integration has more attention. Current 

approaches are not suitable for that first is they all 

model with flat schemes and second is they only 

consider 1:1 mapping over the interfaces and third is 

all the approaches work on blackbox techniques that 

if anyting goes wrong then restart from scratch. This 

Paper presents clustering based approach to match 

query interface. Hierarchical behavior is catch by 

ordered trees. In this paper author proposes the 

human integrator back in the loop and various 

mapping parameters for resolution mapping. 
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A hierarchical approach to model web query 

interfaces for web source integration 

  

 

Deep web crawling and web databases require 

automatic integration of interfaces. In this paper 

consider the domain-independent common sense 

design rules, which are used to guide the creation of 

Web query interfaces. Transform query interfaces 

into schema trees by these rules. In this, Web query 

interface extraction algorithm proposed. This 

algorithm has HTML tokens and geometric layout of 

this token within web page. And using this layout 

tree structure is derived. And second tree is generated 

by field token. The Hierarchical representation of 

query interface is achieved by merging these two 

trees. In this ways they convert extraction problem 

into an integration problem. 

 

Deep Web Integration with VisQI 

 

This paper has VisQI -VISual Query interface 

Integration system used for Deep Web integration. 

VisQI has capability of first is transforming Web 

query interfaces into hierarchically structured 

representations second is classify representation into 

application domains and third is match the elements 

of different interfaces. Therefore VisQI is very good 

solution for hard challenges in building Deep Web 

integration systems. VisQI has portable components 

architecture that can be reused easily. 

 

Sampling Hidden Objects using Nearest-Neighbor 

Oracles 

 

There is various unknown set of objects embedded in 

the Euclidean plane and a nearest-neighbor oracle. In 

this how to calculate the set size and other properties 

of the objects is very important task. This is main 

task in this paper address this problem. They propose 

an efficient method that uses the Voronoi partitioning 

of the space by the objects and a nearest-neighbor 

oracle. Here main goal is to find number of interest 

objects in the hidden web/databases context. Nearest 

neighbor is located by a geographic location such as 

maps, local or store-locator APIs. They compare 

performance analysis with real world. 

 

 

  

III. PROPOSED APPROACH FRAMEWORK AND DESIGN  

 

a. Problem Definition: 

  

In this project we have proposed a novel 2 stage architecture 

based smart crawler that will efficiently search into deep 

hidden web resources. Hence harvesting better results than 

existing crawler where these hidden resources are not 

considered in the search. because these resources’ are dynamic 

in nature, grow rapidly and forms huge volume of data. 

 

 

b. Proposed Methodology: 

 

In this project Smart Crawler contain a novel two-stage 

architecture for an effective approach for finding data from the 

deep web. It has been shown that above approach achieves 

both wide scope for deep web interfaces and maintains highly 

efficient crawling. Smart Crawler is a focused crawler consists 

of two stages: site locating and balanced in - site exploring.  

In first stage Crawler will search reversely for known deep 

web sites i.e site locating. Smart Crawler achieves more 

accurate results by ranking collected sites and focusing the 

crawling on a given topic. The in - site exploring stage uses 

adaptive link - ranking to search within a site and design a link 

tree so that to increase the area of search hence retrieving 

better refined results. Smart Search is a focused web search 

using Page Rank Algorithm for efficient, fast, well structured 

search results. Our proposed work achieves higher harvest 

rates than other crawlers.   

 Initially Site locating stage will start with seed sites i.e sites in 

site database. If number of unvisited URL’s in database are 

less than thresholds. While crawling then Smart crawler will 

start reverse searching of the deep web sites and feed this data 

back to site database. Site frontier will fetch homepage URL’s 

from site database and the result is ranked by site ranker to 

sort them in priority. 

The ranks given by site ranker can be improved by adaptive 

site learner which progressively learns feature of deep web 

pages found. To achieve more relevant information we dig for 

more deep web pages in our next stage i.e in-site exploring in 

which we dig deep into homepage content in the intent of 

searching something relevant to search topic. 

Once most relevant sites are found then we proceed toward in-

site exploring to perform deep web search. For this we go 

through all links located deep inside the web pages. These 

links are stored in link frontier and the pages are fetched and 

these are checked if they are already visited or not. if not 

further process take place. Then link are additionally placed 

into candidate frontier so that to prioritize links using the link 

ranker. The both stages of Smart Crawler are inter dependent 

on each other to produce combined and effective Search 

results. When the crawler discovers a new site, the site’s URL 

is inserted into the Site Database. The link ranker is very 

adaptive to change in condition. It takes help of adaptive link 
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learner so that to search some unvisited any relevant URL’s.                        

Smart crawler also makes use of page rank algorithm for 

digging deep web pages. Page Rank is a numeric measure 

representing page importance on web which we have used in 

the project for Smart search. Page Rank is a measure that 

surely works toward count the number and quality of links that 

web site has. Hence is used as a measure to decide importance 

of websites thus yielding good search results. 

c.  Algorithm Used in Existing System: 

 

 

 

d.  Algorithm Used in Proposed System: 
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Page Rank Algorithm: 

Input: Query Search results 

Output: Ranked Results 

The original Page Rank algorithm which was described by 

Larry Page and Sergey Brin is given by  

PR(A) = (1-d) + d(PR(T1) / C(T1) + ... + PR(Tn) / C(Tn)) 

 

IV. RESULTS AND EXPERIMENTAL STUDIES 

In this section we present the Module description, how it 

works, practical results and environment. 

 

1. MODULES 

 

Input Seed Sites: 

 In this module we give the seed sites for input.  

 Seed site are nothing but initial point from where our 

smart crawler actually begin search so that to explore 

other deep web pages.. 

 Our proposed Smart crawler is designed to two stages 

one is site locating and next in-site exploring. 

Site Locating: 

 We initially start with seed sites i.e sites in site 

database. 

 If number of unvisited URL’s in database are less 

than a threshold. While crawling then Smart crawler 

will start reverse searching of the deep web sites and 

feed this data back to site database. 

 Site frontier will fetch homepage URL’s from site 

database and the result is ranked by site ranker to sort 

them in priority. 

 The ranks given by site ranker can be improved by 

adaptive site learner which progressively learns 

feature of deep web pages found.  

 To achieve more relevant information we dig for 

more deep web pages in our next stage i.e in-site 

exploring in which we dig deep into homepage 
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content in the intent of searching something relevant 

to search topic. 

In-Site Exploring: 

 Once most relevant sites are found then we proceed 

toward in-site exploring to perform deep web search.  

 For this we go through all links located deep inside 

the web pages. These links are stored in link frontier 

and the pages are fetched and these are checked if 

they are already visited or not. if not further process 

take place.  

 Then link are additionally placed into candidate 

frontier so that to prioritize links using the link 

ranker.  

 The both stages of Smart Crawler are inter dependent 

on each other to produce combined and effective 

Search results. When the crawler discovers a new 

site, the site’s URL is inserted into the Site Database.  

 The link ranker is very adaptive to change in 

condition. It takes help of adaptive link learner so 

that to search some unvisited any relevant URL’s. 

Ranking Sites using PageRank: 

 Page Rank is a numeric measure representing page 

importance on web which we have used in the project 

for Smart search. 

 Google determines Page rank depends on the votes 

been casted for a particular page. for ex. If a web 

page is having its link on many top ranked sites then 

automatically rank of this web page is also high. 

 Page rank is the way Google defines importance of a 

web page. But there are still many factors that 

contribute to ranking of web page in search results.  

 Page Rank Notation - “PR”. 

2. HARDWARE AND SOFTWARE USED 

 

 Hardware Configuration 

- Processor    Pentium –IV 

- Speed   - 1.1 GHz 

- RAM   - 256 MB(min) 

- Hard Disk   - 20 GB 

- Key Board      - Standard Windows Keyboard 

- Monitor   - SVGA 

 

 Software Configuration 

- Operating System   -Windows XP/7/8 

- Programming Language  - Java 

- Tool    - Netbeans. 

-Server     -Wamp Server 

 

  

3. RESULTS OF PRACTICAL WORK 

 

Results of work done are as shown in following output screen. 

Figure 2 shows the loading of new URL’s l data in database 

and Figure 3 shows the Server Database loaded previously.  

 

 

Figure 2: Load new URL’s data in DB 

 

Figure 3: View Server Database 
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V. CONLUSION 

We have proposed an effective approach for finding data from 

the deep web. It has been shown that above approach achieves 

both wide scopes for deep web interfaces and maintains highly 

efficient crawling. Smart Crawler is a focused crawler consists 

of two stages: site locating and balanced in - site exploring.  

In first stage Crawler will search reversely for known deep 

web sites i.e site locating. Smart Crawler achieves more 

accurate results by ranking collected sites and focusing the 

crawling on a given topic. The in - site exploring stage uses 

adaptive link - ranking to search within a site and design a link 

tree for eliminating bias toward certain directories of a website 

for wider coverage of web directories. Smart Search is a 

focused web search using Page Rank Algorithm for efficient, 

fast, well structured search results. Our proposed work 

achieves higher harvest rates than other crawlers.  
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