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Abstract—The internet connected devices (ICD) are more 

energy constrained technology as the data requires more energy 

to transmit. In this paper we considered the wireless sensor 

networks as the application domain of Internet connected 

Devices. In this paper we proposed an Energy Efficient(EE) and 

reliable Algorithm for wireless Sensor Networks .Most of the 

existing protocols works for the static nodes and base station 

instead we proposed the algorithm for Mobile nodes as well base 

station.  

The proposed algorithm is hierarchal and cluster based, each 

cluster contains one cluster head and one deputy cluster head. 

The data can be transferred from the cluster to the base station 

in single or multihop manner. In this paper we compared our 

algorithm with the existing algorithm used for the Mobile nodes 

and base station on the basis of Energy Efficiency, throughput 

and Life time of the nodes to prolong the sustainability of the 

algorithm. 

  

Keywords—Wireless Sensor Networks (WSN), Energy-

Efficient (EE) routing algorithm, Internet Connected Devices 

(ICD). 

I.  INTRODUCTION  

Internet has revolutionized modern world by influencing 

every aspect of human life by providing seamless 

communication without geographical barriers. Gone are the 

days when communication was strictly limited to writing letters 

and waiting for postal services to deliver them. Technological 

advancements do not merely close the communication gap but 

also influences various other sectors such as healthcare, 

industrial automation, agriculture, transportation and education. 

The advent of wireless communication has made network 

connectivity slightly more ethereal. The presence of innovative 

technological devices in the Internet has not only broadened its 

scope but also provides an interoperable wireless connectivity 

anytime, anywhere and on any device in the world. This is 

something difficult to happen in any traditional wired 

infrastructure. The latest technological advances in Micro-

Electro-Mechanical Systems (MEMS) have enabled the 

development of miniaturized sensor nodes [2]. These nodes are 

small in size, with limited computation and processing 

capabilities, and they operate on small batteries. Furthermore, 

they have limited storage and typically have a limitation on 

their transmission range. These tiny sensor nodes have brought 

a revolution in the world of wireless communication by 

operating in remote and human-inaccessible terrains. Wireless 

Sensor Network (WSN) is comprised of such tiny nodes which 

are deployed to monitor and gather data from the physical 

environment. The data is routed to a centralized base station for 

further processing to obtain valuable and meaningful 

information. WSNs possess some unique characteristics such 

as self-healing, self-organization, scalability and fault tolerance 

[3]. These networks are considered as the next wave in 

computing as they are typically deployed in environments 

which cannot be monitored with wired networks. As a result, 

they have found their applications in various domains such as 

automated irrigation system [4], tele monitoring system for 

healthcare [5], forest fire monitoring [6] and air pollution 

monitoring system [7].In WSNs, the nodes are either static or 

mobile depending on the nature of monitored application. Most 

applications rely on static deployment, which has several 

drawbacks [8]. First, static deployment cannot guarantee an 

optimal coverage of the sensor field. Even a large-scale 

deployment of nodes may not be sufficient to provide an 
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optimal coverage. Static deployment may result in severe 

consequences if all the critical events occur outside the 

designated  region of interest. Second, when static nodes die or 

malfunction, they create“holes” in the network which causes a 

communication gap among the sensor nodes. Thus, the network 

connectivity is affected, causing packet loss and degradation of 

the network quality. Another major drawback of static 

deployment is the role of gateway nodes, which are one-hop 

away from the base station. These nodes consume a 

considerable amount of energy because the whole of network 

traffic is routed toward the base station via them. By contrast, 

mobile nodes move around the field to produce different sets of 

gateway nodes in the entire span of network lifetime. As a 

result, the energy load is uniformly distributed among all the 

nodes in the network to act as gateway nodes [9]. Mobile nodes 

ensure complete coverage by capturing events and transmitting 

them to the base station. Mobile WSNs improve the coverage, 

connectivity, energy consumption and other Quality of Service 

(QoS) metrics [10]. In many applications, the sensor nodes do 

not need to be mobile. However, they require data mules [11] 

to gather their data and transmit to the base station. Data mules 

not only carry the data to a base station but also maintain high 

connectivity to ensure a robust data flow. In WSNs, the nodes 

are deployed and left unattended to monitor an application. 

These nodes need to operate with minimal human intervention. 

Furthermore, it is infeasible to replace their batteries especially 

when they are deployed in a hostile environment. Therefore, 

special considerations need to be in place in order to efficiently 

utilize the limited battery power of the nodes. In these 

networks, most of the energy is consumed in data transmission 

as compared to data processing. Therefore, energy-efficient 

routing protocols need to be carefully designed to maximize 

the lifetime of these networks. In these networks, routing is a 

challenging task because they possess several unique features 

which differentiate them from contemporary communication 

and wireless ad hoc networks [12]. First of all, it is very 

difficult to build a global addressing scheme due to the sheer 

number of deployed nodes. As a result, classical IP-based 

protocols are not suitable for such networks. Second, the 

source nodes in close vicinity capture identical data packets 

and as such, there is high redundancy in the gathered data. It is 

of utmost importance that such redundant data packets are 

eliminated by routing protocols to improve energy 

consumption, bandwidth utilization and quality of the data. 

Third, sensor nodes have strictly limited resources and any 

routing protocol must abide by such limitations. Fourth, sensor 

nodes operate in harsh environment and as such, they are prone 

to failure..  

II. NETWORK ARCHITECTURAL MODEL 

In our proposed scheme, the sensor nodes are deployed in a 

(210×210) square meter geographical region. All nodes are 

dynamic and are randomly deployed. We make the following 

assumptions about the architectural model of our proposed 

scheme. 

 Base station  and sensor are  mobile and located 

outside a sensor field. 

 All nodes have the same initial residual energy at the 

time of deployment. 

 Nodes have the ability to adjust their transmission 

power. 

 Nodes sense the environment at a fixed rate and 

always have data to transmit. 

In WSNs, the lifetime of sensor nodes depend on their 

communication patterns. In these networks, the energy 

consumption in communication is much higher than data 

processing and data sensing [13]. The distance among the 

neighboring nodes determines the type of communication 

model to be used. If the distance between a transmitter node 

and a receiver node is less than crossover distance (dc), free-

space propagation model (fs) is used; otherwise, multipath 

ground propagation model (mp) is used [14]. In a free-space 

model, there is a line-of-sight connection between a transmitter 

and a receiver node. In a multipath model, a radio signal travels 

through multiple paths due to reflection, refraction and 

deflection through various obstacles. Irrespective of the type of 

model, the crossover distance between a transmitter and a 

receiver node is calculated using Equation (1). 

 

𝑑𝑐 =
4𝜋ℎ𝑡ℎ𝑟√𝐿

𝜆
                                                    (1)        

Here, ht, hr are the heights of transmitter and receiver antennas, 

L is the system loss factor and λ is the wavelength of a radio 

signal. In general, L >1, but if there is no loss in system 

hardware, then L=1 [15]. 

 

In our scheme, the radio model of the transmitter and receiver 

node is similar to first order radio model [16]. The electronic 

component of a node is responsible for processing the data 

while the amplifier component performs the transmission of 

data over low-power loss links of WSNs. The radio 

communication among any transmitter node and a receiver 

node is shown in Fig. 1. A transmitter node processes a k-bits 
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packet and transmits to a receiver over a distance d. The value 

of d determines the type of model to be used between any two 

sensor nodes. If d < dc, free-space propagation model is used, 

otherwise, multipath ground propagation model is used. 

 

 

 
Fig: 1. Radio communication Model 

 

The amount of energy consumed by a transmitter   node (ETx) 

in transmitting a k-bits packet over a distance d in a free-space 

model is calculated using Equation (2). 

 

𝐸𝑇𝑥(𝑘, 𝑑) = 𝑘𝐸𝑒𝑙𝑒𝑐 + 𝑘𝑒𝑓𝑠𝑑
2,      𝑑 < 𝑑𝑐                             (2)        

Here, Eelec and  fs are the energy consumptions of the electronic 

and amplifier components of a transmitter node. The free-

space assumption is being used to allow comparison with 

existing work which does use this assumption. For a multipath 

ground propagation model, the energy consumption of a 

transmitter node is calculated using Equation (3). 

 

𝐸𝑇𝑥(𝑘, 𝑑) = 𝑘𝐸𝑑𝑒𝑐 + 𝑘𝑒𝑓𝑠𝑑
2,      𝑑 ≥ 𝑑𝑐(3) 

Here, mp is the energy consumption of the amplifier 

component in a multipath model. Irrespective of the type of 

model, the energy consumption of a receiver node (ERx) stays 

the same and is calculated using Equation (4) 

𝐸𝑅𝑥(𝑘, 𝑑) = 𝐾𝐸𝑒𝑙𝑒𝑐                                                          (4)       

𝐸𝑇𝑥(𝑘, 𝑑) = 𝑘𝐸𝑒𝑙𝑒𝑐 + 𝑘𝑒𝑓𝑠𝑑
2, 

 

                            𝑑 < 𝑑𝑐  

 

III. NETWORK OPERATIONAL MODEL 

Here, we provide a brief overview of the underlying 

operational model of our proposed routing algorithm. The 

main objective is to improve the network lifetime and quality 

of the data delivered at the base station. Upon network 

deployment, each node n chooses a random number between 0 

and 1 in each round. If the random number is less than 

threshold value (T (n) proposed) of Equation (5), the node is 

elected as cluster head for the current round. Unlike LEACH 

protocol [17], our proposed algorithm elects the cluster heads 

based on the consumed energy (Econ) of each node. 

𝑇(𝑛)𝑝𝑟𝑜𝑝𝑜𝑠𝑒𝑑 =

{
 
 

 
 

𝑘𝑜𝑝𝑡

1 − 𝑘𝑜𝑝𝑡 (𝑟 𝑚𝑜𝑑 (
1

𝑘𝑜𝑝𝑡
))

 

× 𝐸𝑐𝑜𝑛 , 𝑛 𝜖 𝐺        (5) 

 
The inclusion of Econ in Equation (5) reduces the likelihood 

of lower energy nodes being elected as cluster heads in each 

round. The unit of Econ is joule. Our proposed cluster based 

routing algorithm has significant improvement over LEACH 

protocol in terms of cluster head selection. However, the 

probabilistic nature of Equation (5) cannot completely

 
Fig: 2. Sensing Similar Events 

 

rule out the possibility of lower energy nodes being elected as 

cluster heads. The use ofa random number generation 

approach in LEACH protocol elects x nodes as cluster heads 

for a network of n nodes in each round, where x _ n. However, 

the inclusion of Econ further reduces the number of cluster 

heads to y nodes, where y < x ∧ y _ n. 

Using Boston University source code1, LEACH protocol 

generates anything between 0 and 22 cluster heads in various 

rounds. When there are no cluster heads in a particular round, 

it means that LEACH protocol operates similar to data-centric 

and address-centric protocols [18]. In that case, the sensor 

nodes require long-haul, multi-hop transmissions to a base 

station. As a result, the protocol suffers from implosion and 
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flooding 

issues 

similar to 

data-centric 

and 

address-

centric 

protocols. 

In our proposed scheme, the number of elected cluster heads 

remains stable between 3 and 8 when the network has 

sufficient number of alive nodes. However, the percentage of 

elected cluster heads decreases towards the end of network 

lifetime which is logical as there are not sufficient nodes to 

form optimal number of clusters. The election of a near-

optimal percentage of cluster heads in various rounds prolong 

the network lifetime. Unlike LEACH protocol, our proposed 

routing algorithm always elects cluster heads in each round. It 

means multiple clusters (anything from3 to 8) are formed in 

each round which enables the nodes to avoid long-haul 

transmission containing data observed by these nodes. The 

transmission of multiple copies of a single event to a base 

station depletes the battery of each node. Furthermore, the 

delivery of duplicate copies at the base station deteriorates the 

QoS of the network as well to a base station. The only 

exception is toward the end of network lifetime when there are 

not sufficient nodes to form clusters and they transmit their 

data directly to a base station. The election of near-optimal 

percentage of cluster heads coupled with the avoidance of 

long-haul transmission to a base station enhances the lifetime 

of our proposed algorithm over LEACH protocol. Once a 

near-optimal percentage of cluster heads are elected, they 

advertise themselves to the nearest neighboring nodes to form 

clusters. Similar to LEACH protocol, each cluster head 

allocates TDMA slots within its cluster for data transmission. 

The neighboring nodes within a cluster may sense and 

transmit highly redundant events containing similar data 

patterns as shown in Fig. 2. In this figure, multiple nodes 

capture a single event. 

IV. EXPERIMENTAL  RESULTS AND ANALYSIS 

 

In this section we discussed about the simulation environment 

of the experiments. In our experiments we considered the 50 

sensors are randomly deployed in the field with equal initial 

energy capacity of 10 J in the area of 210 X 210 m
2
. We 

assumed the location of BS is in the left side of sensor field. 

The Tr -Transmission range of sensor node is set to 50 meter. . 

 

Table: 4.2.1 Simulation setting 

 

 

 

 

 

 

 

 

 

The result of the algorithm can be seen through the 

simulation of the experiments. In this section we discuss the 

many parameter matrices. In this phase we compare our 

proposed algorithm with the other implemented algorithm i.e. 

M-LEACH [40]. The reason behind to select the M-LEACH is 

that this protocol can handle mobility of the sensor nodes. 

 

 

 

 

A. Performance Metrics 

On the basis of the following parameters we compared our 

protocol with the existing routing protocol M-LEACH. 

 

Average Communication Energy: It is the rate of the total 

energy consumption and specific data used due to the 

communication in the networks over a particular time period. 

Throughput: It represents the total number of packet lost 

during transmission. In this protocol the higher throughput is 

desirable to track the mobile target. 

Lifetime: The span of time taken by node to die is called the 

lifetime. 

 

 

 

B. Simulation Environment 

We used the Network Simulator-2 [NS-2] to simulate our 

work. 

Parameters Value 

A 100m X 100m 

N 0 

Rs 10m 

Ra 15m 

Rc 20m 

Sc 10 bytes 
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The entire simulator is consisting of different modules such as 

deployment modules, Topology construction modules, 

mobility management protocol module. 

 

D. Experimental Result  

 

In this section we discussed the result of our proposed 

algorithm in terms of two parameters i.e. throughput and 

lifetime against different set of data rates. For the purpose of 

comparison we consider here the M-LEACH which is 

modified LEACH and based on the mobile sensor node 

instead of static sensor nodes and analyzed the performance of 

proposed protocol w.r.t. different data rate. 

 On the basis of geographic location information, residual 

energy level and velocity of the target or nodes the base 

station select the CH and DCH node for each cluster. 

As the simulation environment we have assumed the setup of 

200 nodes. The node selected is described in table1.                        

 

 

 

 

 

 

Fig 4: In this figure it is shown that the expenditure of average 

communication energy w.r.t. data rate of 1 and 2 reports per 

second respectively. The average communication energy 

expenditure is directly proportional to data rate when the data 

rate is to report then the average communication expenditure 

is high and it reduces gradually after the 25 section of the 

completion of simulation. 

 

The reduction is due to the death of the node after the 

simulation which actually leads to lesser traffic. 

 
 

Fig 5: In this figure we can see that number of nodes that died 

after different interval of time. The node death rate depends on 

the data rate as data rate increases the death rate also 

increases. The reason behind it is that when the data rate 

increases the node needs to communicate more data packets 

which leads to more energy expenditure. 

 
Fig 6: Depicts the comparison graph of communication will 

increase more data packets to handle it requires more energy 

as well and due to that lifetime is reduced. 

 

 
Fig 7: With the increase of data rates the throughput is 

decreases for both of the proposed and existing algorithm. 

However our protocol performs the existing protocol in terms 

of throughput also. Even for the proposed protocol the 

throughput decreases significantly. 

 

Fig 8: and Fig 9: Shows the throughput result of our proposed 

algorithm and M-LEACH protocol w.r.t. network size 

variation. For this proposed we perform this simulation in two 
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stage i.e. analysis I and analysis II. In both the analysis all the 

parameter is fixed with data rate is 16 B/S and the network 

size is increased by 10. 

We analyzed that the random error (for link and node) of 2 to 

4 percentage and of 5 to 7 percentage are considered for the 

throughput analysis I and throughput analysis II respectively. 

With the help of this analysis we can say that proposed 

protocol improves the throughput level at the base station in 

comparison with the existing protocol. 

The proposed algorithm improved the throughput level of 15 

percentages. This could happen due to the introduction of 

DCH.

 
The performance of the throughput w.r.t. different mobility 

rate is shown in fig.10. Figure shows that the throughput 

degraded as the velocity of the nodes increases. This may be 

due to the fact that the more number of links breaks at higher 

speed. 

 
Fig. 11. Average energy consumption versus number of nodes at low 

mobility 

level (0–5 m/s).Fig 11: depicts the average energy expenditure 

of the nodes under the influence of the proposed protocol and 

M- LEACH with the low mobility environment .In low 

mobility environment the speed of nodes will be 0-5 m/s. 

Through the figure 11 we can say that our proposed algorithm 

out performs 

 

Fig. 13. Average energy consumption versus number of nodes at high 

 

mobility level (5–15 m/s).the existing algorithm. The average 

energy expenditure of the nodes under the influence of high 

mobility node is depicts in the fig 12. The range of 5-15m/s 

speed is considered as high mobility 
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