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Abstract— Decision Tree classifier builds a classification
model using training data. It consists of records having attribute
values and corresponding class label. Very few algorithms deal
with class labels that are organized as hierarchical structure. In
this paper we propose a framework for decision trees which
considering the prior knowledge of the class hierarchies in
training data. Classification algorithm is applied multiple time to
predict class label from higher level (coarse-grain) to lower level
(fine-grain) by using respective training records.
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I. INTRODUCTION

Data Mining extracts patterns in the data. Decision Tree is
one of the classification method where classification model is
created using training data. Training data consists of records
with attributes values and class label associated with it. Once
the model is created it could be used for classification of
unclassified data i.e. based on the values are attributes class
label is predicted. Commonly used algorithm for decision tree
is C4.5 proposed by Quinlan [4].

Most of the existing approaches do not consider the
hierarchical structure within class. In this paper we propose a
framework of decision trees which considers the prior
knowledge of hierarchies in class label. It applies decision tree
algorithm initially using higher level class label (coarse- grain)
and recursively moves to the lower levels (fine-grain). As it
progresses from higher level to lower level, it utilizes the
relevant records from training set.

This paper is organized as follows: Section 2 -formalizes
the problem, Section 3 — proposed framework, Section 4 —
presents the performance evaluation and finally in Section 5 —
conclusion and future work.

Il. PROBLEM DEFINITION

The following training data (Table 1) consists of 16
customer records. Class label (Preferred product) is
hierarchical in nature. Higher Level represents more general
classification i.e. Desktop or Laptop, Lower Level is more
specific i.e. subcategories of Desktops or Laptops.
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Figure 1. A hierarchy tree of product categories

The figure 1 shows the hierarchy within class labels. Class
labels at higher level represent more general concept i.e.
Desktop or Laptop and class labels at lower level represent
specific concept i.e. Apple Desktop, HP Desktop, etc.

TABLE I. TABLE 1. TRAINING SET FOR CUSTOMERS
GENDER CUSTOMER’S CUSTOMER’S PREFERRED
CAREER INCOME ProODUCT
F Business 1324 Apple
F Business 1176 Apple
F Engineering 1412 Apple
F Engineering 1471 Apple
F Education 1324 Apple
F Education 1265 Apple
F Engineering 1176 Apple
F Education 1324 HP Laptop
F Engineering 1912 Acer Desktop
F Engineering 2059 Sony Desktop
M Business 2353 Sony Laptop
M Business 1412 Sony Laptop
M Business 2206 HP Laptop
M Business 1471 HP Laptop
M Engineering 2206 HP Desktop
M Education 1471 Acer Desktop
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In standard decision tree algorithms like C4.5, all 7 class
labels are considered at single level without any correlation
between them.

The C4.5 tree structure for the data product categories as
follows —
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Figure 2. C4.5 tree for product categories

However, here, we would like to use existing knowledge
of class hierarchies i.e. these 7 class labels can be categorized
under class label — Desktop or Laptop. Our goal is to construct
decision tree which will use known hierarchies for class labels
to increase the accuracy.

I1l. KHCL ALGORITHM

In order to make use of known hierarchies in class
attribute, we propose hierarchical classification framework, a
form of ensemble classifier. Classifiers at the leaves conduct
fine grained classification and classifiers at non-leaf nodes
further up the hierarchy conduct coarse-grained classification,
categorizing records using groups of labels.
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Figure 3. Classification hierarchy example

Framework:

1. ldentify class label hierarchy nodes using prior
knowledge.
2. Create individual classifiers at every node-
a. Replace class value in training set by its next
lower level group label
b. Select only those training records which
belongs to the group class label.
3. Classification —
a. Replace the class label by it’s highest level
grouping (coarse-grain) and run classifier
b. Based on the result of the above classifier,
select next level classifier
€. Repeat the process till we reach to the leaf
node of class label hierarchy (fine-grain).

In the given example, 3 different trees to be constructed in
advance.

1. Classifier with class values — Desktop & Laptop (All
16 training records to be used)

2. Classifier with class values - Apple  Desktop,
Sony Desktop and HP Desktop (11 respective
training records)

3. Classifier with class values — Sony Laptop, HP
Laptop (5 respective training records)

At the time of classification, the record to be classified
using classification tree at root node (coarse-grained). Based
on the output of classification, it will select appropriate next
level classification tree. In this example first classification will
decide whether the instance belongs to Desktop or Laptop
category. Once it is predicted, the appropriate classification
tree will be selected for next level prediction.
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Figure 4. Classifier at root
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Figure 5. Classifier for group ‘Desktop’

Figure 4 and 5 shows the classifiers at Root and Desktop
nodes. Classifier at for Laptop is only single layer and predicts
class as ‘HP Laptop’.

Another advantage of this method is classification results
are also available in ‘coarse-grain’ to ‘fine-grain’ fashion to
end user providing more insight into classification process.
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Many of the times, users many not be interested in the
final class value, even higher level visibility of class value is
very useful in decision making process.

IV. PERFORMANCE EVALUATION

We used J-48 algorithm from WEKA [7] machine learning
software. In the given example of product categories for C4.5
algorithm the prediction accuracy is 62.50%. It correctly
classified 10 out of 16 examples. However, our proposed
framework correctly classified 13 of 16 examples providing
classification accuracy to 75.00%. Algorithm at root correctly
classified 15 examples (out of 16) for level class i.e. Desktop
or Laptop. ‘Desktop tree’ and ‘Laptop tree’ further correctly
classified 10 (out of 11) and 2 (out of 4) examples resulting
into total 12 out of 16 correctly classified examples.

V. CONCLUSIONS AND FUTURE WORK

The framework mentioned in this paper helps to improve
the classification accuracy of decision tree classifier in case of
hierarchical class labels. Classification results initially gives
more general class label and at the end more specific class.
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