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Abstract�² Effective and efficient grading has been recognized 

as an important issue in any educational institution. In this study, 
a grading system involving BERT for Automatic Short Answer 
Grading (ASAG) is proposed. A BERT Regressor model is fine- 
tuned using a domain-specific ASAG dataset to achieve a baseline 
performance. In order to improve the final grading performance, 
an effective strategy is proposed involving careful integration 
of BERT Regressor model with Semantic Text Similarity. A 
set of experiments is conducted to test the performance of the 
�S�U�R�S�R�V�H�G�� �P�H�W�K�R�G���� �7�Z�R�� �S�H�U�I�R�U�P�D�Q�F�H�� �P�H�W�U�L�F�V�� �Q�D�P�H�O�\���� �3�H�D�U�V�R�Q�¶�V 
Correlation Coefficient and Root Mean Squared Error are used 
for  evaluation purposes. The results obtained highlights the 
usefulness of proposed system for domain specific ASAG tasks 
in real life. 

Index Terms�²Automatic Short Answer Grading (ASAG), Se- 
mantic Text Similarity, Key-Response Similarity, Bidirectional 
Encoder Representation from Transformers (BERT), Masked and 
Permuted Pre-training for  Language Understanding (MPNet) 

 
I. INTRODUCTION 

Grading assignments and tests are an important part of any 
educational course. It is used as a method for assessing the 
level of understanding developed by an individual undertaking 
a particular course. No grading system is perfect but effective 
automation can provide numerous benefits on a large scale. 

Generally, an assessment involves questions that can be 
classified into three categories on the basis of dependency on 
the reference key: 

�‡ High Dependency: involves questions such as MCQs, 
Fill-Ups and True/False. 

�‡ Moderate Dependency: involves questions having short 
answers generally from one-liners to a paragraph. 

�‡ Low Dependency: involves language based questions such 
as letter writing, essay writing and debate writing. 

Modern Examinations generally involves Multiple Choice 
Questions due to ease of grading. In these questions, can- 
didates are required to select one option out of some given 
options. It has already been shown that these types of questions 

are inadequate in accessing the caliber of students due to their 
closed ended nature [1]. 

Questions involving short answers can be a suitable replace- 
�P�H�Q�W�� �I�R�U�� �W�K�H�� �0�&�4�¶�V�� �L�I�� �W�K�H�\�� �F�D�Q�� �E�H�� �J�U�D�G�H�G�� �H�I�I�L�F�L�H�Q�W�O�\���� �6�K�R�U�W 
answers typically refer to one or two line responses given to a 
question in natural language involving free text. Short answer 
type questions generally require some additional information 
(key) along with the question for grading properly. Also, the 
response can be graded based on the context, making it a 
subjective decision rather than an objective one. 

Traditionally, manual grading has been a preferred choice 
�I�R�U���D�V�V�H�V�V�P�H�Q�W���R�I���V�W�X�G�H�Q�W�¶�V���U�H�V�S�R�Q�V�H�V. However, with increase 
in the number of students pursuing educational stream, work- 
load of teachers and professors has increased many folds. 
Sometimes, manual grading may also introduce some bias or 
inconsistency due to various reasons such as involvement of 
more than one grader, writing style of a student and lack of 
appreciation of answers different from the reference key. Also, 
students are left deprived of accurate and timely feedback on 
their tests and assignments. Thus, a solution to this problem 
should involve an automated grading system that can provide 
faster results with relatively low level of bias and inconsistency 
while also enabling students to showcase their skills and 
knowledge. Automatic Short Answer Grading (ASAG) can 
be used to overcome these challenges. It involves a system 
to learn and understand high-level contextual meaning of 
�U�H�I�H�U�H�Q�F�H�� �N�H�\�� �D�V�� �Z�H�O�O�� �D�V�� �D�� �V�W�X�G�H�Q�W�¶�V�� �U�H�V�S�R�Q�V�H�� �I�R�U�� �D�� �S�D�U�W�L�F�X�O�D�U 
question. Thus, it can be classified as Natural Language 
Processing task. 

In this paper, the problem of Automatic Short Answer 
Grading is tackled using Bidirectional Encoder Representa- 
tions from Transformers (BERT) on a domain-specific ASAG 
dataset. Mohler dataset [2] is used as ASAG dataset which 
contains questions and answers involving Data Structures. 

BERT [3] is a transformer-based machine learning technique 
for Natural Language Processing (NLP) developed and pre- 
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